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Abstract
This paper presents our participation in three different tasks of the CLEF 2025 SimpleText track. For tasks
1.1 and 1.2, we explore the application of advanced language models, specifically GPT-4.1, for the automatic
simplification of biomedical texts in English using zero-shot learning. Two versions of prompts were designed
and implemented on the Cochrane-auto dataset in Task 1.1 and Task 1.2, with the aim of generating texts that
are more understandable for non-specialist audiences. The results show that the model successfully preserves
the original semantic structure, identifying complex terms and providing clear restructuring, including brief
explanations when necessary. Furthermore, an accurate listing of key elements and effective reorganization of
difficult grammatical structures were observed. These characteristics indicate the adaptability of the model to
facilitate access to technical information without affecting its accuracy. Finally, the results preliminarily support
the effectiveness of prompt design as an approach to improve text comprehension in the biomedical field, without
the need for additional supervised training.

In Task 2.1, we addressed the problem of detecting creative generation in simplification outputs at the
document level. Our approach combined rule-based pattern matching—developed through exploratory analysis
of the training set—with the use of the llama-3.1-8b-instruct language model. Surface-level patterns such as
one-word sentences, double-space endings, and near-literal context matches were leveraged to pre-label data,
while remaining cases were evaluated by the language model using a token-level confidence threshold. The
highest-performing run in the sourced subtask achieved an F1-score of 0.976 whereas in the posthoc subtask it
was 0.953.
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1. Introduction

The way a text is written can become a considerable barrier, especially when it contains rare or
unfamiliar vocabulary, as well as complex lexical and semantic structures that make it difficult to access
its content. [1, 2]. This situation is especially evident in diverse populations [3, 4], as there are numerous
groups of readers such as foreign language students [5], people with cognitive disabilities [6], people
with low levels of reading comprehension who face significant barriers to understanding written texts,
even among university students who, despite their academic training and specialized knowledge, also
experience difficulties reading and understanding complex texts [7], which poses a critical challenge to
communicative equity.
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The development of information technologies has radically transformed access to information,
enabling the massive availability of content in diverse and key Field such as education, communication,
health, public administration, and scientific research. In particular, digitization has exponentially boosted
the production and dissemination of scientific literature, facilitating its consultation and analysis on
a large scale. Despite advances in digitization and open access, scientific information continues to
present a significant barrier for the general public: the high linguistic complexity of specialized texts.
This difficulty limits direct access to knowledge from original sources, especially for people without
prior training in the field, who face substantial challenges due to the lack of technical knowledge
or specialized terminology [8], because understanding a text depends largely on the reader’s prior
knowledge of the meaning of words. In this context, ensuring access to linguistically accessible content
not only responds to an educational and social need, but is also consolidated as a fundamental right
increasingly supported by international regulations and institutions [9].

The SimpleText Lab is part of the CLEF 20251 initiative, which aims to promote the systematic
evaluation of information access systems through shared tasks. This proposal focuses on the challenges
associated with text simplification, with a particular emphasis on the accessibility of scientific informa-
tion in recent years. In this context, SimpleText offers valuable resources and metrics for research, given
that a large part of the general public avoids consulting reliable scientific sources due to their high
linguistic complexity and lack of specialized knowledge. As a result, many people opt for simplified
content available on the internet and social media, which often serves commercial or political interests
rather than informational purposes [10].

The main objective of this research is to demonstrate the ability of the Transformer based GPT-4.1
linguistic model to perform lexical simplification. To this end, several variants of sentences without
examples were created and evaluated. This approach allows for the simplification of sentences and
entire documents extracted from Cochrane-auto corpus, derived from biomedical literature summaries
and lay summaries of Cochrane systematic reviews, to facilitate the reader’s understanding of scientific
text.

The article is organized as follows: in Section 2 we present a brief description of the tasks we
participated in. Sections 3 and 4 detail the data and methodology followed for tasks 1 and 2.1 respectively.
Section 5 shows the results achieved during our experimentation and section 6 summarizes the main
conclusions and proposes avenues for future research.

2. SimpleText@CLEF-2024 Tasks

2.1. Task 1: Text Simplification: Simplify scientific text

The objective of this task is to simplify scientific texts extracted from the Cochrane-auto corpus, both
at the level of complete sentences and entire documents, in order to facilitate the understanding of the
content by non-specialist readers. We have contributed to two subtasks:

1. Task 1.1 - Sentence-level Scientific Text Simplification. The goal of this task is to simplify whole
sentences extracted from the Cochrane-auto dataset.

2. Task 1.2 - Document-level Scientific Text Simplification. The goal of this task is to simplify whole
documents extracted from the Cochrane-auto dataset.

2.2. Task 2: Controlled Creativity: Identify and Avoid Hallucination

The objective of Task 2 focuses on identifying and evaluating creative generation and information
distortion in text simplification. We have contributed to he subtask 2.1 Identify Creative Generation at
Document Level.

This task aims to detect creative generation at the abstract or document level. Participants will analyze
system outputs from previous years, along with deliberately generated outputs from known models.

1CLEF 2025 SimpleText - https://simpletext-project.com/2025/tasks
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The goal is to identify which sentences are fully grounded in the source text, both without access to
the original sentences and with access to them. Additionally, sentences that introduce significant new
content must be labeled. This task serves as a post-hoc identification or explanation challenge.

3. Task 1: Experiments with Zero-Shot learning

3.1. Cochrane-auto Corpus

As part of the CLEF 2025 SimpleText program, the Cochrane-auto corpus was launched. It is composed
of biomedical scientific abstracts and their corresponding simplified versions for non-specialist readers,
derived from Cochrane systematic reviews. This resource represents a significant advance in the field
of biomedical simplification, adopting approaches previously applied to datasets such as Wiki-auto and
Newsela-auto.

Compared to other traditional corpora, Cochrane-auto provides novel parallel data written by the
review authors themselves, enabling simplification processes at the whole-document level. Furthermore,
Cochrane-auto incorporates advanced techniques such as sentence merging, text restructuring, and
discourse alignment, allowing for a deeper and more coherent treatment of content. This design enables
multi-scale realignment, encompassing paragraphs, sentences, and documents, and distinguishes it
from conventional approaches focused solely on superficial simplification.

3.2. Proposed system

State-of-the-art deep learning architectures—including BERT [11], RoBERTa [12], GPT-3 [13], and
GPT-4.1 [14] are significantly outperforming classical techniques. In particular, GPT-4.1, a large scale
Transformers based text generation framework developed by OpenAI2, reflects these advances. These
solutions have achieved outstanding performance across a variety of natural language processing tasks,
setting unprecedented levels of accuracy and performance in the field.

As part of our approach, we used this model through the OpenAI API, configured with a temperature
of 0.0 and a maximum limit of 10,000 tokens per response, which allowed us to obtain detailed and
deterministic results. This configuration can be seen in Table 1. The model was integrated into our
workflow through Python code, which facilitated test automation. We also used the OpenAI Playground
environment as a complementary resource to quickly validate different inputs and generate query
prototypes.

Table 1
Configuration used for prediction generation with GPT-4.1

Parameter Value

Model (engine) GPT-4.1
Temperature 0.0
Maximum tokens 10,000
API used OpenAI Python API
Applied technique Zero-shot (no examples)
Corpus used Cochrane-auto Corpus
Simplification level Full document and sentence

3.3. Prompt Design

To run the experiments with the Cochrane-auto corpus, we designed two specific instructions cor-
responding to Task 1.1 and Task 1.2. Both experiments were conducted using a zero-shot learning

2https://openai.com/



approach, that is, without providing explicit training examples to the model. The prompts developed to
guide the system’s automatic generation of simplifications are presented in the Appendix.

4. Task 2.1: Detecting patterns in the data

4.1. Data description

For this sub-task, participants are provided with system outputs from previous years, along with
deliberately generated outputs from known models. The objective is to analyze these outputs to identify
which sentences are fully grounded in the source text both with and without access to the original
sentences.

Figure 1: Sentence length distribution by label.

An exploratory analysis over the sourced training dataset showed a high class imbalance: 12115
out of 13514 rows (90% of the total data) were labeled as spurious, while the remaining 1399 were not
spurious. More interestingly, spurious sentences were significantly longer—more than 15 words per
sentence in average—, whereas not spurious were only about 11 words long. This fact raised our interest
to further analyze sentence length distribution, where we found a surprising high amount of one-word
length sentences labeled as not spurious given the reduced number of examples in this class (see Figure
1). Specifically, 262 out of the 1399 not spurious examples are one-word sentences, 244 of which are
simply a ‘.’. We also found all instances of the regex ‘#.’, where ‘#’ can be any digit, were always labeled
as spurious, although these accounted just for 14 examples out of the 12115 in this subset.

Taking a look at some of the remaining not spurious sentences—i.e. those that were longer than 1
word—, we realized most of them appeared literally—or close to literally—within the context provided
in the sourced dataset: 809 examples apply to this case, 790 of such were not spurious while only 19
were spurious.

Finally, we also noticed that all 1241 sentences ending with a double space character ‘ ’ were labeled
as spurious.

Table 2 shows examples of all the patterns found during this exploratory analysis.



Table 2
Pattern examples in the sourced training set found during the exploratory analysis.

Pattern Type Sentence example Label # of Examples
One-word (‘#.’) 3. Spurious 14/12115
Literal match Cookies can be used to support RBAC on the Web,

holding users’ role information.
Spurious 19/12115

Double space We offer empirical evidence for better understanding
of cryptocurrency adoption with practical implica-
tions in an e- .

Spurious 1241/12115

One-word (‘.’) . Not spurious 244/1399
Literal match A significant problem of using deep learning tech-

niques is the limited amount of data available for
training.

Not spurious 790/1399

4.2. Proposed system

Based on the patterns detailed in the data description, we developed a pre-filtering system where sen-
tences matching any of these patterns were automatically assigned its corresponding label. Specifically,
our final submission relied on a filter to pre-anotate sentences matching the one-word, double space,
and (close to) literal match patterns. This last filter includes a fuzzy matching that normalizes text
and removes stopwords before comparing strings. For all sentences left, we prompted llama-3.1-8b-
instruct [15] to output ‘Yes’ or ‘No’, meaning spurious or not spurious respectively, given the sentence
and the sourced context.

In order to deal with class imbalance, we opted to trust the LLM output only if the probability of
the ‘No’ token—not spurious, which is the minority class—was larger than a given threshold. In our
submissions, we included 3 different ones: 95%, 99% and 100% (i.e. everything not matching a filtering
pattern is labeled as spurious).

Regarding our post-hoc approach, we generated artificial contexts with the same LLM for each
sentence and repeated the same experiments mentioned before. All prompts used during the experi-
mentation are included in the appendices.

To summarize, we presented four different runs for both sourced and posthoc subtasks:

• Run 1: One-word and double space filters. All remaining sentences are labeled as spurious.
• Run 2: One-word, double space, and literal match filters. Remaining sentences where the ‘No’

token probability is greater than 95% are labeled as not spurious.
• Run 3: One-word, double space, and literal match filters. Remaining sentences where the ‘No’

token probability is greater than 99% are labeled as not spurious.
• Run 4: One-word, double space, and literal match filters. All remaining sentences are labeled as

spurious.

5. Results

5.1. Results of Task 1.1

Table 3 shows the simplified prediction for a complex sentence extracted from the Cochrane-auto corpus.
In this instance, it is evident that the model successfully transformed a technical sentence about cluster-
randomized trials, preserving essential information (such as the number of patients and hospitals)
and including a clarification about the acronym “UK”(“United Kingdom”), as requested in the prompt.
Similarly, Table 4 presents a second example in which the model reformulates a sentence describing
types of healthcare professionals. The output generated by the model preserves the semantic structure
and provides an explicit listing of the professionals, adding explanatory examples in parentheses (e.g.,
“physical therapists and dietitians”), as requested in the prompt.



Table 3
Example: Applying the First version of Prompt in the model with Zero-Shot learning for task 1.1

Field Content
pair_id CD012520
para_id 0
sent_id 0

complex We included seven cluster-randomised trials with 42,489 patient participants from 129 hospitals,
conducted in Australia, the UK, China, and the Netherlands.

prediction We included seven studies where groups of patients were randomly chosen. These studies had
42,489 patients from 129 hospitals in Australia, the United Kingdom (United Kingdom means
UK), China, and the Netherlands.

Table 4
Individual entry of the par_id CD012520 sentence 1

Field Content
pair_id CD012520
para_id 0
sent_id 1

complex Health professional participants (numbers not specified) included nursing, medical and allied
health professionals.

prediction The people who took part in the study were nurses, doctors, and other health workers (such as
physical therapists and dietitians).

In both cases, the model demonstrates accurate interpretation of the biomedical domain and applies
lexical simplification strategies, such as the replacement of technical terms, and restructures complex
sentences, generating more accessible versions of the texts. This provides preliminary validation of the
prompt design and the model’s usefulness for automatic simplification tasks without the need for prior
supervised training.

Table 5
Example: Applying the Second version of Prompt in the model with Zero-Shot learning for task 1.1

Field Content
pair_id CD012520
para_id 0
sent_id 1

complex Health professional participants (numbers not specified) included nursing, medical and allied
health professionals.

prediction The people who took part in the study and work in health care (the exact number is not given)
included nurses, doctors, and other health workers (such as physical therapists or dietitians).

In the second version of the prompt applied to the model using zero-shot learning for Task 1.1, we
observed a significant improvement in the clarity and accessibility of the original content. In sentence 1,
the model retains the general semantic structure but provides an explicit explanation of the professional
context (“people who took part in the study and work in health care”), in addition to providing a more
detailed and explanatory list of participants, including specific examples (“such as physical therapists or
dietitians”). Regarding sentence 2, the model develops an outstanding approach, that is, it simplifies and
reorganizes a complex grammatical structure, transforming a sentence full of technical terminology into
a more accessible expression. The use of explanations in parentheses to aid understanding (“people who
work in health care”) stands out, as does the paraphrasing of technical expressions such as “delivery
arrangements” or “financial arrangements.”



Table 6
Entrada individual del par_id CD012520, sentence 2.

Field Content
pair_id CD012520
para_id 0
sent_id 2

complex Interventions in all studies included implementation strategies targeting healthcare workers;
three studies included delivery arrangements, no studies used financial arrangements or gover-
nance arrangements.

prediction All the studies used ways to help healthcare workers (people who work in health care) do their
jobs better. Three studies also changed how care was given to patients. No studies used changes
in money or rules to improve care.

These results initially confirm that the design of the second prompt allows for greater adaptability
to readers with low literacy levels, without affecting semantic fidelity. Likewise, the model’s greater
sensitivity to the application context is evident, suggesting an improvement in the effectiveness of
automatic simplification strategies compared to an unsupervised model.

Table 7
Results for CLEF 2025 SimpleText Task 1.1 sentence-level text simplification: Test data on 217 Plain Language
Summaries, best five runs per team
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Source 217 7.84 10.55 13.29 1.00 1.00 1.00 1.00 0.00 0.00 9.05
Reference 217 100 100 11.28 0.72 0.97 0.40 0.00 0.29 0.63 8.65

DSGT plan_guided_lla 217 42.98 6.33 7.82 0.48 0.99 0.46 0.00 0.18 0.71 8.50
UM-FHS gpt-4.1-mini 217 42.13 9.52 7.56 0.74 1.52 0.61 0.00 0.26 0.53 8.54
SINAI PRMZSTASK11V1 217 41.25 4.59 12.39 1.44 1.56 0.51 0.00 0.61 0.30 8.44
UvA llama31 217 40.92 2.62 8.63 1.00 1.64 0.45 0.00 0.62 0.64 8.35
THM p2–gpt-4.1-nano 217 39.57 6.50 15.40 1.32 1.20 0.60 0.00 0.47 0.27 8.68

According to the official results presented in Table 7 [10], the solution submitted by our team for Task
1.1, SINAI PRMZSTASK11V1, ranks among the top performers in the global CLEF 2025 SimpleText Task
1.1 ranking, reaching the third overall place when all runs are sorted by the main SARI metric, which
evaluates the quality of simplification. This result indicates that SINAI’s solution achieved a SARI of
41.25, outperforming many of the variants submitted by other teams. Furthermore, its BLEU score of
4.59 is the highest among the top four results, demonstrating that the simplified version maintains a high
similarity to the human reference. Taken together, these indicators reflect that SINAI PRMZSTASK11V1
achieved a favorable balance between simplification, fidelity to the original content, and readability,
standing out as one of the best solutions to the challenge compared to the best executions submitted by
other teams.



Table 8
Example: Applying the First version of Prompt in the model with Zero-Shot learning for task 1.2

Field Content
pair_id CD012520
source Cochrane corpus
complex We included seven cluster-randomised trials with 42,489 patient participants from 129 hospitals,

conducted in Australia, the UK, China, and the Netherlands. Health professional participants
(numbers not specified) included nursing, medical and allied health professionals. Interventions
in all studies included implementation strategies targeting healthcare workers; three studies
included delivery arrangements, no studies used financial arrangements or governance arrange-
ments. Five trials compared a multifaceted implementation intervention to no intervention, two
trials compared one multifaceted implementation intervention to another multifaceted imple-
mentation intervention. No included studies compared a single implementation intervention
to no intervention or to a multifaceted implementation intervention. Quality of care outcomes
(proportions of patients receiving evidence-based care) were included in all included studies.
All studies had low risks of selection bias and reporting bias, but high risk of performance bias.
Three studies had high risks of bias from non-blinding of outcome assessors or due to analyses
used. We are uncertain whether a multifaceted implementation intervention leads to any change
in adherence to evidence-based recommendations compared with no intervention (risk ratio (RR)
1.73; 95% confidence interval (CI) 0.83 to 3.61; 4 trials; 76 clusters; 2144 participants, I2 =92%, very
low-certainty evidence). Looking at two specific processes of care, multifaceted implementation
interventions compared to no intervention probably lead to little or no difference in the propor-
tion of patients with ischaemic stroke who received thrombolysis (RR 1.14, 95% CI 0.94 to 1.37, 2
trials; 32 clusters; 1228 participants, moderate-certainty evidence), but probably do increase the
proportion of patients who receive a swallow screen within 24 hours of admission (RR 6.76, 95%
CI 4.44 to 10.76; 1 trial; 19 clusters; 1,804 participants; moderate-certainty evidence). Multifaceted
implementation interventions probably make little or no difference in reducing the risk of death,
disability or dependency compared to no intervention (RR 0.93, 95% CI 0.85 to 1.02; 3 trials;
51 clusters ; 1228 participants; moderate-certainty evidence), and probably make little or no
difference to hospital length of stay compared with no intervention (difference in absolute change
1.5 days; 95% CI -0.5 to 3.5; 1 trial; 19 clusters; 1804 participants; moderate-certainty evidence).
We do not know if a multifaceted implementation intervention compared to no intervention
result in changes to resource use or health professionals’ knowledge because no included studies
collected these outcomes. We are uncertain whether a multifaceted implementation intervention
compared to no intervention improves adherence to evidence-based recommendations in acute
stroke settings, because the certainty of evidence is very low.

prediction We looked at seven studies that included 42,489 patients from 129 hospitals in Australia, the
United Kingdom, China, and the Netherlands. The studies also included nurses, doctors, and
other health workers (the exact number was not given). In all the studies, the main action was to
use different ways to help healthcare workers follow guidelines. Three studies also changed how
care was given, but none used changes in money or hospital rules. Five studies compared using
several methods to help healthcare workers with not using any methods. Two studies compared
different sets of methods with each other. No studies compared using just one method with
not using any, or with using several methods. All studies measured how many patients got care
based on the best available evidence. The studies were not likely to have problems with how
patients were chosen or how results were reported, but there was a high chance that knowing
which group patients were in could have affected the results (performance bias). Three studies
also had a high chance of mistakes because the people checking the results knew which group
patients were in, or because of the way the results were analyzed. We are not sure if using
several methods to help healthcare workers follow guidelines makes a difference in how well
they follow these guidelines compared to not using any methods (the evidence is not strong).
When looking at two specific types of care, using several methods probably does not change how
many patients with a type of stroke called ischaemic stroke (a stroke caused by a blocked blood
vessel) get a treatment called thrombolysis (a medicine to break up blood clots), but it probably
does increase how many patients get a test to check if they can swallow safely within 24 hours
of arriving at the hospital. Using several methods probably does not make much difference in
lowering the risk of death, disability, or needing help from others, or in how long patients stay
in the hospital. We do not know if using several methods changes how resources are used or
how much health workers know, because the studies did not measure these things. Overall, we
are not sure if using several methods to help healthcare workers follow guidelines improves care
for patients with sudden stroke, because the evidence is not strong.



5.2. Results of Task 1.2

Table 8 shows the result achieved after applying the first version of the prompt (specified in Table 2) to
the zero-shot learning-based model on the pair identified as CD012520. This pair represents a complex
biomedical document extracted from Cochrane, with dense and highly specialized content, typical of the
clinical-academic domain. The original text (complex field) presents several particularities characteristic
of lexical and structural complexity. Once the model was implemented, the result generated in the
prediction field shows a restructured text that significantly reduces technical complexity. We analyzed
the evaluation of the results using the following criteria: The system replaced specialized terms with
simpler vocabulary, and long sentences in the original text were organized into simple, consecutive
sentences. Despite the simplification, the model preserves the key ideas of the original text in the result;
The simplified text meets the main objective of the proposed system, obtaining an accessible version of
it.

Table 9 shows the results after applying the second version of the prompt designed for the automatic
lexical simplification task in biomedical texts, specifically on a complex fragment of the Cochrane corpus
for Task 1.2. This version of the prompt includes clear instructions regarding preserving meaning,
handling acronyms, and inserting parenthetical explanations. The resulting model output reflects
several notable improvements: This instruction guides the model to provide summarized definitions
in parentheses after potentially complex words that should not be replaced, but should be clarified.
Examples of this are “RR (risk ratio, a way to compare groups)” and “CI (confidence interval, a range
that shows uncertainty),” which provide comprehension without eliminating technical terms.

The model faithfully applies the prompt’s stipulation of expanding acronyms at least upon their first
mention, which benefits readers with little familiarity with biomedical jargon. Furthermore, it omits
simplifying expressions that constitute a specialized lexical unit, preserving the semantic integrity of
concepts such as “thrombolysis” or “swallow screen.”. In relation to previous results, here we observe a
more precise fragmentation that preserves the flow of ideas from the source text. Despite the greater
ease of understanding of the text, no critical information is omitted; thus, the text moves from technical
writing to an interpretation geared toward the general reader: “risk ratio (RR)... very low certainty in
the results” instead of simply presenting the data as it appears in the source.

Table 10 presents the official results of the document-level text simplification task 1.2, evaluating
217 plain language summaries [10]. Participating teams were compared on multiple metrics. SINAI
PRMZSTASK12V1 obtained an outstanding score according to the SARI evaluation metric, which was
43.63, placing them among the top five teams. The SINAI team outperformed several popular LLM-
based models, such as GPT-4.1 (UM-FHS gpt-4.1-mini) and LLaMA (AIIRLab llama-8b), highlighting the
effectiveness of their approach on this specific task. The best results were obtained by LIA sumguid-all-
w500 (44.93) and LIA sumguid-lang-w50 (44.40), closely followed by SINAI PRMZSTASK12V1. Later
versions and other equipment had variable performance, with some results noticeably lower.

5.3. Results of Task 2.1

In this section we report all metrics provided by the organizers through Codabench for our final
submission and several ablation runs to evaluate different filters and prompts. Table 11 shows these
results.

The results indicate that predicting non-spurious sentences using large language models (LLMs) is
particularly challenging in this dataset. The highest-performing runs (1 and 4) achieved strong results
by labeling all sentences that did not match specific predefined patterns as spurious. This approach
appears effective largely due to the evaluation metric used: performance is assessed primarily on the
overrepresented class (spurious), rather than through a micro or macro-averaged score across classes. As
a result, attempts to correctly identify non-spurious instances have little impact on the final evaluation
score.

In the posthoc subtask, our strategy of generating synthetic contexts did not yield the expected
improvements. Many generated contexts included the original sentence verbatim, causing our filtering



Table 9
Example: Applying the Second version of Prompt in the model with Zero-Shot learning for task 1.2

Field Content
pair_id CD012520

source Cochrane corpus

complex We included seven cluster-randomised trials with 42,489 patient participants from 129 hospitals, conducted in Australia, the
UK, China, and the Netherlands. Health professional participants (numbers not specified) included nursing, medical and
allied health professionals. Interventions in all studies included implementation strategies targeting healthcare workers;
three studies included delivery arrangements, no studies used financial arrangements or governance arrangements. Five
trials compared a multifaceted implementation intervention to no intervention, two trials compared one multifaceted
implementation intervention to another multifaceted implementation intervention. No included studies compared a single
implementation intervention to no intervention or to a multifaceted implementation intervention. Quality of care outcomes
(proportions of patients receiving evidence-based care) were included in all included studies. All studies had low risks of
selection bias and reporting bias, but high risk of performance bias. Three studies had high risks of bias from non-blinding
of outcome assessors or due to analyses used. We are uncertain whether a multifaceted implementation intervention leads
to any change in adherence to evidence-based recommendations compared with no intervention (risk ratio (RR) 1.73; 95%
confidence interval (CI) 0.83 to 3.61; 4 trials; 76 clusters; 2144 participants, I2 =92%, very low-certainty evidence). Looking
at two specific processes of care, multifaceted implementation interventions compared to no intervention probably lead
to little or no difference in the proportion of patients with ischaemic stroke who received thrombolysis (RR 1.14, 95% CI
0.94 to 1.37, 2 trials; 32 clusters; 1228 participants, moderate-certainty evidence), but probably do increase the proportion
of patients who receive a swallow screen within 24 hours of admission (RR 6.76, 95% CI 4.44 to 10.76; 1 trial; 19 clusters;
1,804 participants; moderate-certainty evidence). Multifaceted implementation interventions probably make little or no
difference in reducing the risk of death, disability or dependency compared to no intervention (RR 0.93, 95% CI 0.85 to
1.02; 3 trials; 51 clusters ; 1228 participants; moderate-certainty evidence), and probably make little or no difference to
hospital length of stay compared with no intervention (difference in absolute change 1.5 days; 95% CI -0.5 to 3.5; 1 trial; 19
clusters; 1804 participants; moderate-certainty evidence). We do not know if a multifaceted implementation intervention
compared to no intervention result in changes to resource use or health professionals’ knowledge because no included
studies collected these outcomes. We are uncertain whether a multifaceted implementation intervention compared to no
intervention improves adherence to evidence-based recommendations in acute stroke settings, because the certainty of
evidence is very low.

prediction We included seven studies where groups of patients were randomly assigned to different treatments. These studies involved
42,489 patients from 129 hospitals in Australia, the United Kingdom, China, and the Netherlands. The studies also included
health workers (such as nurses, doctors, and other healthcare staff), but the exact number of health workers was not
given. In all the studies, the treatments focused on changing how healthcare workers do their jobs. Three studies also
changed how care was delivered. None of the studies changed how money was used or how hospitals were managed. Five
studies compared a complex treatment (which used several methods to help healthcare workers follow guidelines) to no
treatment. Two studies compared one complex treatment to another complex treatment. None of the studies compared a
single method to no treatment or to a complex treatment. All studies measured how many patients received care based
on the best available evidence. All studies were unlikely to have problems with how patients were chosen or how results
were reported, but there was a high chance that knowing which treatment was given could have affected the results
(performance bias). In three studies, there was a high chance of bias because the people checking the results knew which
treatment was given, or because of the way the results were analyzed. We are not sure if using a complex treatment
changes how well healthcare workers follow evidence-based guidelines compared to no treatment (risk ratio (RR, a way to
compare groups) 1.73; 95% confidence interval (CI, a range that shows uncertainty) 0.83 to 3.61; 4 studies; 76 groups; 2144
patients; I2 =92%, very low certainty in the results). Looking at two specific parts of care, complex treatments compared to
no treatment probably make little or no difference in the number of patients with ischaemic stroke (a type of stroke caused
by a blocked blood vessel) who received thrombolysis (a treatment to break up blood clots) (RR 1.14, 95% CI 0.94 to 1.37, 2
studies; 32 groups; 1228 patients, moderate certainty in the results), but probably do increase the number of patients who
get a swallow screen (a test to check if a person can swallow safely) within 24 hours of arriving at the hospital (RR 6.76,
95% CI 4.44 to 10.76; 1 study; 19 groups; 1,804 patients; moderate certainty in the results). Complex treatments probably
make little or no difference in lowering the risk of death, disability, or needing help from others compared to no treatment
(RR 0.93, 95% CI 0.85 to 1.02; 3 studies; 51 groups; 1228 patients; moderate certainty in the results), and probably make
little or no difference to how long patients stay in the hospital (difference in absolute change 1.5 days; 95% CI -0.5 to 3.5; 1
study; 19 groups; 1804 patients; moderate certainty in the results). We do not know if complex treatments compared to no
treatment change how resources are used or improve health workers’ knowledge, because none of the studies measured
these outcomes. Overall, we are not sure if complex treatments compared to no treatment help healthcare workers follow
evidence-based guidelines in the care of patients with acute stroke (sudden stroke), because the certainty of the evidence
is very low.

mechanism—designed to detect literal matches—to misclassify a large number of these as non-spurious.

6. Conclusions and Future Work

For the text simplification results (Tasks 1.1 and 1.2), the model demonstrates remarkable adaptability
in identifying and replacing complex terms with clear didactic descriptions, preserving the original
meaning of the text and providing an accurate list of key aspects, such as the healthcare professionals



Table 10
Results for CLEF 2025 SimpleText Task 1.2 document-level text simplification: Test data on 217 Plain Language
Summaries, best five runs per team
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Source 217 7.84 10.55 13.29 1.00 1.00 1.00 1.00 1.00 1.00 9.05
Reference 217 100 100 11.28 0.72 0.97 0.40 0.00 0.29 0.63 8.65

LIA sumguid-all-w500 217 44.93 9.58 9.77 0.69 1.06 0.48 0.00 0.29 0.62 8.61
LIA sumguid-lang-w50 217 44.40 7.85 10.58 0.67 0.97 0.44 0.00 0.30 0.66 8.56
SINAI PRMZSTASK12V1 217 43.63 8.07 10.73 0.81 1.03 0.52 0.00 0.37 0.54 8.41
LIA sumguid-styl-w50 217 43.57 6.18 10.28 0.51 0.81 0.41 0.00 0.20 0.72 8.67
ASM MistralMinFKGL 217 43.51 8.26 11.85 0.63 0.82 0.48 0.00 0.22 0.62 8.78

Table 11
Results obtained in Codabench for every run detailed in Section 4. Highest scores per metric and subtask are
highlighted in bold.

Run Subtask accuracy precision recall f1_score roc_auc
1 sourced 0.914 0.912 1 0.954 0.578
2 sourced 0.808 1 0.786 0.88 0.893
3 sourced 0.933 1 0.926 0.961 0.961
4 sourced 0.958 1 0.953 0.976 0.975
1 posthoc 0.912 0.911 1 0.953 0.555
2 posthoc 0.29 0.957 0.222 0.36 0.565
3 posthoc 0.345 0.948 0.289 0.443 0.572
4 posthoc 0.367 0.942 0.317 0.474 0.569

in the analyzed examples. This implies that the automatic simplification system is capable of producing
clear results without affecting the quality and accuracy of the information provided.

For Task 2.1, our pattern-based approach combined with LLM evaluation proved highly effective for
detecting hallucinations in text simplification outputs. The strategy of identifying surface-level patterns
(one-word sentences, double spaces, and literal matches) followed by LLM-based classification achieved
outstanding performance in the sourced subtask, with our best run (Run 4) achieving an F1-score of
0.976, precision of 1.0, and accuracy of 0.958.

The key insight from Task 2.1 was that simple rule-based pattern matching could effectively pre-label
a significant portion of the data, while the LLM (llama-3.1-8b-instruct) provided reliable classification
for remaining cases. However, the posthoc subtask proved more challenging, with our synthetic context
generation approach yielding lower performance (best F1-score of 0.953), primarily due to the generated
contexts including original sentences verbatim, which caused misclassification by our literal matching
filters.

As future work, we propose the development of adaptive multi-specialty simplification approaches,
which allow the system to adjust its text simplification strategies to the conditions, needs or changes in
the environment according to the thematic domain, preserving terminological precision and commu-
nicative clarity. Additionally, improvements to synthetic context generation for hallucination detection
could enhance post-hoc evaluation capabilities, particularly by developing more sophisticated methods
that avoid verbatim inclusion of target sentences in generated contexts.
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A. Prompts

I want you to act as an automatic simplification system for texts written in English in the context of
medicine. Your task is to process the input text and make it clearer, that is, generate a simplified version,
identifying difficult expressions that should be the most complex ones in the text. Remember that the
concept of lexical simplification, in terms of natural language processing (NLP), refers to the process of
replacing complex words with simpler alternatives, preserving the original meaning of the text. Try to
reorganize paragraphs of the original text that contain difficult-to-understand grammatical structures so
that the simplified text is easy to understand for the general public, second language learners, people
with low literacy levels, and non-native speakers. You should keep in mind that if two or more words
in the text form a single concept (for example, “artificial intelligence”), treat them as a unit and do not
separate them; never simplify or replace words within a title; regarding acronyms, you should replace
them with the corresponding meaning. Finally, when there are complex words in the simplified text, I
require you to include a brief explanation in parentheses in all cases. We do not need you to include
explanations of difficult words once the text has been simplified. Finally the result must be in JSON
format Example:\n{ \n: “simplification” \n}

Figure 2: First version of the prompt used for the automatic generation of simplified texts in the biomedical
domain for Task 1.1 and Task 1.2

https://openai.com/index/gpt-4-1/
https://arxiv.org/abs/2407.21783
http://arxiv.org/abs/2407.21783


It acts as an advanced automatic lexical simplification system for medical texts written in English. Its
main objective is to process the original text and generate a significantly clearer and more understandable
version, specifically designed for audiences with low literacy levels, students of English as a second
language, non-native speakers, and the general public. The task of the advanced automatic lexical
simplification system is to identify lexical complexity, that is, to detect the most difficult words or
expressions in the text. These should be technical medical terms, uncommon words, or idiomatic phrases
that make understanding difficult. It should then replace each difficult word or expression with a
simpler and more understandable alternative, maintaining the same meaning. In cases where relatively
complex words are identified, include a brief explanation in parentheses immediately after the word. It is
necessary to preserve the meaning by ensuring that the original meaning of the source text is preserved
at all times. If a sentence or paragraph has a complex grammatical structure, reorganize it to facilitate
understanding without altering its message. The advanced automatic lexical simplification system
should not alter lexical items that represent a single concept (e.g., “artificial intelligence”), nor should it
simplify or modify words that are part of a title. In the case of acronyms, write their full meaning in
parentheses next to them at least the first time they appear in the text. Finally, the result must be in
JSON format. Example: ⁀‘‘simplification”: “simplificación”

Figure 3: Second version of the prompt used for the automatic generation of simplified texts in the biomedical
domain for Task 1.1 and Task 1.2.

You are evaluating whether a sentence contains hallucinated information based on a given context.
A sentence is considered a **hallucination** if **any part** of it presents information that is not
**explicitly and clearly stated** in the context.
- Do not assume or infer any facts.
- If the sentence goes beyond the given context, even slightly, mark it as a hallucination.
- If you are uncertain, err on the side of caution and mark it as a hallucination.
Sentence: {sentence}
Context: {context}
**Answer with only one word: ‘Yes’ if it is a hallucination, or ‘No’ if it is fully supported. Do not explain.**

Figure 4: Task 2.1. Prompt that classifies a sentence as spurious or not given a context, that is, classify whether
a given sentence is hallucinated or not based on a context



You are an AI assistant specializing in academic research paper abstracts. Your task is to generate a full,
plausible abstract for a scientific or technical paper.
The abstract’s core content and findings MUST directly support, or clearly imply, the following simplified
core idea/sentence:** {sentence}
This means the provided sentence should either be present verbatim, or the abstract’s content should
make that sentence a straightforward, accurate, and concise summary or conclusion that could be drawn
from it.
Construct a complete abstract that typically includes:
1. **Background/Problem:** Introduce the context or problem addressed by the research.
2. **Approach/Methodology:** Briefly describe how the research was conducted, what system/design
was proposed, or what data was analyzed.
3. **Key Findings/Results:** Present the main outcomes, discoveries, or the core functionality, ensuring
this section is where the provided sentence’s idea is most strongly rooted.
4. **Conclusion/Implications:** Summarize the significance, benefits, or future outlook derived from the
findings.
The abstract should be between 150-250 words, maintain a formal, objective, and scientific tone, and
ensure smooth, logical transitions between sections. It should read as if it were a genuine abstract from
a published paper.
Generate only the abstract text.

Figure 5: Task 2.1. Prompt that generates a new synthetic context given a sentence.


	1 Introduction
	2 SimpleText@CLEF-2024 Tasks
	2.1 Task 1: Text Simplification: Simplify scientific text
	2.2 Task 2: Controlled Creativity: Identify and Avoid Hallucination

	3 Task 1: Experiments with Zero-Shot learning
	3.1 Cochrane-auto Corpus
	3.2 Proposed system
	3.3 Prompt Design

	4 Task 2.1: Detecting patterns in the data
	4.1 Data description
	4.2 Proposed system

	5 Results
	5.1 Results of Task 1.1
	5.2 Results of Task 1.2
	5.3 Results of Task 2.1

	6 Conclusions and Future Work
	A Prompts

