
Enhancing Multilingual Medical Summarization via
Contextual Keyword Augmentation⋆

Notebook for the UMass BioNLP Lab at CLEF 2025

Md Shahidul Salim1,2, Lianne Fu3, Arav Adikesh Ramakrishnan3, Sunjae Kwon1,3,
Zonghai Yao*1,3 and Hong Yu*1,2,3,4

1Center for Healthcare Organization and Implementation Research, VA Bedford Health Care, MA, USA
2Miner School of Computer and Information Sciences, University of Massachusetts Lowell, MA, USA
3Manning College of Information and Computer Sciences, University of Massachusetts Amherst, MA, USA
4Department of Medicine, University of Massachusetts Medical School, Worcester, MA, USA

Abstract
This paper presents the work of the UMass BioNLP team for the MultiClinSUM multilingual medical text
summarization task. We introduce MedCOD, a novel framework that improves multilingual summarization
through keyword-based contextual augmentation. MedCOD begins by extracting medical keywords from full
clinical texts using the Qwen2.5-14B model. These keywords are translated into five languages—English, Spanish,
French, German, and Portuguese—using the NLLB 3.3B model, and validated through back-translation and
semantic equivalence checking with Qwen2.5-14B. The resulting multilingual keyword chains are incorporated
into prompts as a structured context. We evaluate MedCOD using two open-source large language models,
Qwen2.5-14B and Phi-4B, in both zero-shot and fine-tuned settings. We fine-tune the model using parameter-
efficient LoRA on the MultiClinSUM training set. Experimental results demonstrate that MedCOD significantly
improves summarization quality, especially in non-English languages. Ablation studies show that both prompt-
level augmentation and fine-tuning contribute to the observed performance gains.
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1. Introduction

Electronic Health Records (EHRs) have become an integral part of modern healthcare, serving as a
critical medium for enhancing patient engagement and facilitating better communication between
healthcare providers and patients. Recognizing the value of EHRs, the Centers for Medicare & Medicaid
Services (CMS) Incentive Programs have promoted the meaningful use of EHRs, empowering patients to
access and manage their health information electronically. However, the full benefits of EHR accessibility
are not uniformly realized, particularly among patients with limited English proficiency [1]. In the
United States, approximately 17% of the population identifies as Hispanic, with nearly half possessing
limited English skills. This language barrier significantly impedes their ability to comprehend health
records, potentially leading to misunderstandings, reduced medication adherence, and poorer health
outcomes.

In the domain of medical information processing, a major challenge lies in developing robust text
summarization systems capable of effectively condensing complex medical texts [2]. The MultiClinSUM
Shared Task provides a valuable platform for addressing this issue by encouraging the development
of intelligent multilingual summarization systems. This paper focuses on the MultiClinSUM text
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summarization task [3], where we introduce a novel approach leveraging a medical chain of dictionary
to enrich the input with augmented contextual information. This dictionary is constructed by extracting
medical keywords from full texts and translating them into multiple languages. The enriched context is
then used to enhance the performance of open-source language models in multilingual summarization.
While medical text summarization in English is already well-established, our work emphasizes improving
summarization quality in other languages, where current models often underperform.

In this study, we have applied our framework named MedCOD, which builds upon Chain-of-Dictionary
Prompting (COD) [4] and MedCOD [5]—recent approaches that enhance machine translation by incor-
porating multilingual dictionaries into large language model (LLM) prompts. COD has demonstrated
strong performance on general-domain translation tasks (e.g., FLORES-200), improving translation
quality for many language pairs and even outperforming strong baselines like NLLB 3.3B in certain
settings. We extend this approach by integrating various prompting methods, using the large language
model as a knowledge base (LLM-KB), to enhance English-to-Spanish biomedical translation.

In our framework, we first employed the Qwen2.5-14B [6] model to extract medical keywords from
the full text. These extracted keywords were then translated into multiple target languages using the
NLLB 3.3B [7] model. To ensure semantic consistency and translation quality, we used the Qwen2.5-14B
model to perform equivalence checks between the translated and back-translated keywords. Finally,
we evaluated the effectiveness of the overall framework using two open-source large language models
(LLMs): Qwen2.5-14B and Phi-4 14B.

2. Related Work

Given that this study encompasses both pipeline development and prompt engineering, we organize
the related work accordingly into four subsections: Section 2.1 Medical summarization, Section 2.2
Quantization and Parameter-Efficient Fine-Tuning (PEFT), Section 2.3 Prompt Engineering, and Section
2.4 COD and MedCOD in Machine Translation. We begin by reviewing prior work relevant to the core
pipeline, including medical text summarization with LLMs, model efficiency techniques, and advances
in prompt design strategies.

2.1. LLMs in Medical Text Summarization

The widespread implementation of EHRs has significantly increased the clinical documentation burden,
contributing to rising stress and clinician burnout [2, 8, 9, 10]. Analyzing vast textual data and summa-
rizing key information from EHRs imposes a substantial strain on clinician time. With the advent of
large language models (LLMs) like ChatGPT [11], the ability to generate coherent and clinically relevant
summaries has improved considerably [12, 13]. While various benchmarks exist for evaluating LLMs
on general NLP tasks [14, 15], many fail to capture the nuances of clinical reasoning, terminology, and
context. This motivates the development of medically grounded summarization pipelines tailored to
real-world use.

2.2. Quantization and Parameter-Efficient Fine-Tuning (PEFT)

Quantization [16] is a model compression technique that reduces inference cost by replacing high-
precision floating-point weights (e.g., float32) with lower-precision formats such as int8 or bfloat16.
This significantly lowers memory usage and computation time, making LLMs deployable on resource-
constrained devices. However, quantization may lead to a drop in accuracy, especially for tasks requiring
domain-specific reasoning or subtle semantic understanding—common in medical applications.

Parameter-Efficient Fine-Tuning (PEFT) [? ] complements quantization by updating only a small
subset of newly added parameters (e.g., LoRA adapters or prefix vectors) while keeping the core model
frozen. This approach improves fine-tuning efficiency in both computation and storage, especially for
domain adaptation, as it avoids full backpropagation through billions of parameters. Unlike traditional



full-model fine-tuning, PEFT enables rapid iteration across downstream tasks and user-specific domains
while maintaining generalization.

Although typically studied in isolation, quantization and PEFT are increasingly being used together to
build low-resource yet performant LLM-based applications. Recent work demonstrates that when paired
carefully, these methods can preserve task-relevant accuracy while reducing both training and inference
costs—an important consideration for medical NLP systems deployed in production environments.

2.3. Prompt Engineering

Prompt engineering is the practice of designing input prompts to guide LLM behavior more effectively,
and has become essential in aligning model outputs with task requirements—particularly in zero- and
few-shot settings. In clinical NLP, carefully crafted prompts can greatly improve performance on tasks
like summarization, question answering, and reasoning.

Among prompt engineering methods, Chain-of-Thought (CoT) prompting [11] stands out for its
ability to elicit step-by-step reasoning from LLMs. CoT is particularly useful in medical MCQs, where
intermediate reasoning steps reflect critical thinking paths. However, studies have shown that different
CoT prompts may lead to divergent answers due to variability in reasoning trajectories. To mitigate
this, self-consistency [17, 18] aggregates multiple CoT responses and selects the most frequent answer,
improving robustness and accuracy.

Recent work also explores prompt personalization (e.g., persona-based prompting), grounding (e.g.,
incorporating external knowledge), and prompt augmentation (e.g., using keywords or dictionary entries)
as techniques to improve LLM alignment with task-specific needs. However, prompt engineering still
lacks systematic understanding, especially in specialized domains like healthcare, where task ambiguity
and terminology complexity pose unique challenges.

2.4. COD and MedCOD in Machine Translation

Recent advances in multilingual machine translation have significantly enhanced LLM capabilities in
low-resource settings. The No Language Left Behind project [7] introduced a highly scalable model
covering over 200 languages, achieving state-of-the-art results on FLORES-200. Similarly, mBART [19]
employed denoising autoencoding for multilingual sequence-to-sequence tasks.

Prompt-based approaches have proven particularly effective for multilingual translation. Chain-of-
Dictionary Prompting (COD) [20] augments prompts with multilingual dictionaries to guide translation
generation. MedCOD [5] extends this to the medical domain by incorporating domain-specific dictio-
naries and keywords into the prompt, thereby improving terminology accuracy and factual alignment.

Medical machine translation (Med-MT) is uniquely challenging due to the need for precise termi-
nology, context preservation, and limited training data. Early work by Liu and Cai [21] identified
common semantic drifts and domain-specific errors when translating EHRs. More recent efforts such
as BiomedBench [22] and MeLoT [23] address these limitations by providing multilingual biomedical
corpora for systematic evaluation.

Our work extends MedCOD beyond sentence-level translation by integrating it into summarization
prompts—effectively unifying translation and summarization via contextual augmentation. This design
enables LLMs to generate multilingual medical summaries with improved fluency, fidelity, and task
alignment, particularly when paired with keyword filtering and open-source PEFT-tuned models.

3. Methodology

We evaluated open-source LLMs for their effectiveness in medical text summarization across four
languages: English, Spanish, French, and Portuguese. Figure 1 provides an overview of our framework,
which incorporates the MultiClinSUM dataset, various LLMs, and a specific prompting methodology.
Our analysis focuses on the impact of MedCOD, our proposed framework designed to identify the most
suitable augmented knowledge (referred to as contextual information throughout this paper) to support
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Figure 1: Flowchart for illustrating the process of medical dataset preprocessing, structured prompt creation,
and model evaluation for fine-tuning.

medical summarization. Furthermore, we explore the role of fine-tuning techniques in enhancing the
performance of these models.

3.1. Dataset Preparation and Keyword Extraction

For dataset preparation, we utilized three subsets of the MultiClinSum dataset, which is designed to
support multilingual clinical summarization across four primary languages: English, Spanish, French,
and Portuguese. The first subset is the large-scale training set, comprising 25,902 full-text and summary
pairs distributed across the four languages. This dataset served as the foundation for training our
multilingual models. The second subset is the official test set used in the MultiClinSum Shared Task,
which includes 3,396 clinical case reports in English, 3,406 in Spanish, 3,469 in French, and 3,442 in
Portuguese. This standardized test set enabled consistent evaluation of model performance across
languages. Additionally, for our ablation study, we constructed a smaller subset drawn from the gold-
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Figure 2: Dataset preparation and keyword extraction

standard training data—which serves as our validation dataset—consisting of 100 full-text and summary
pairs for each language. This subset includes data in English, Spanish, Portuguese, and German, and
was used to analyze the effect of language-specific context on model behavior. Following this, we aim to
build a medical keyword dictionary; to facilitate this, we extract keywords from each full-text document
in both the test and validation subsets using LLM-KB. These extracted keywords were later used to test
and validate the models. Figure 2 shows the dataset preparation and keyword extraction.

3.2. Multilingual Keyword Translation and Quality Evaluation

For each medical concept in our test and validation sets, we translated the keywords into five lan-
guages—English, German, Spanish, French, and Portuguese. To ensure translation quality, we applied
a back-translation technique: each translated keyword was back-translated, and LLM-KB was used
to verify semantic equivalence between the original and the back-translated version. This filtering
step ensured that only high-quality translations were retained, reducing potential confusion during
summarization. The validated translations were then compiled into a multilingual medical keyword
dictionary, which served as the foundation for generating structured prompts.

3.3. Medical Dictionary Construction and Prompt Engineering

We experimented with various prompting strategies, incorporating information from LLM-KB to
assess which types of structured input contributed most to summarization performance. Ultimately,
we selected MedCOD as our final prompting method, as it consistently delivered the most accurate
results. These structured prompts enriched the input with contextual information, enabling the model
to better understand sentence meaning and structure, thereby improving the quality of multilingual
summarization. The prompts are presented in Table 1.

3.4. Fine-tuning with Low-Rank Adaptation (LoRA) and hyperparameters tuning

As illustrated in Figure 1, the MedCOD framework primarily functions as a prompting strategy that
supplies external knowledge to LLMs. Beyond prompting, we further enhance the performance of



Table 1
Prompt Structures for Contextual Information

Prompt Structure
- <Concept X>: <Auxiliary language 1>: <Word X in auxiliary-language 1>, <Auxiliary

language 2>: <Word X in auxiliary-language 2>.
- <Concept Y>: <Auxiliary language 1>: <Word Y in auxiliary-language 1>, <Auxiliary

language 2>: <Word Y in auxiliary-language 2>.

open-source LLMs by fine-tuning them to better leverage the contextual information provided. To
achieve this, we use LoRA [24], a lightweight and efficient fine-tuning technique that significantly
reduces the number of trainable parameters. LoRA works by introducing a small set of trainable weights
into the model while keeping the original parameters frozen. This method not only accelerates training
and reduces memory usage but also produces compact model weight files—typically only a few hundred
megabytes—making them easier to store, distribute, and deploy.

Instruction-tuned format (SFT mode), where each training sample consists of structured dialogue
with distinct roles (e.g., system, user, assistant). The model is trained to predict only the assistant
response, with loss masking applied to exclude input tokens from gradient updates. This is suitable for
instruction-following tasks.

4. Results and Analyses

4.1. Experiment Settings

4.1.1. Datasets

In this study, we utilized the MultiClinSum dataset [3], which contains clinical case reports designed for
multilingual summarization tasks across four languages: English, Spanish, French, and Portuguese. The
dataset comprises 3,396 full-text clinical cases in English, 3,406 in Spanish, 3,469 in French, and 3,442 in
Portuguese. We also used the MultiClinSum large-scale training datasets for model training across four
languages. Each dataset contains 25,902 full-text and summary pairs in English , Spanish, French, and
Portuguese. This rich multilingual dataset enables effective training, fine-tuning, and comprehensive
evaluation of summarization models in the medical domain, supporting cross-lingual benchmarking
and demonstrating the generalizability of our proposed framework. For the ablation study, we selected
a small subset from the gold-standard training dataset in English, Spanish, German, and Portuguese,
with each language containing 592 full-text and summary pairs. The test set size was intentionally kept
small due to the high computational cost of applying our MedCOD framework to each instance using
LLM-KB—a process that is both resource-intensive and time-consuming.

4.1.2. Models

We evaluated a range of open-source LLMs for multilingual medical summarization. Our experiments
included Phi-4 (14B) [25], Qwen2.5-14B [6], and GPT-4o Mini [26] as baseline models. Additionally, we
employed NLLB-200 3.3B [7] as a translation model to support and enhance the prompting methods
used in our MedCOD framework.

Phi-4 (14B) Developed by Microsoft, Phi-4 is a 14-billion-parameter LLM that emphasizes high data
quality through extensive use of synthetic data during training. Unlike earlier versions that relied
heavily on distillation from teacher models like GPT-4, Phi-4 surpasses its predecessor in STEM-related
question-answering tasks. This performance gain is primarily due to improved data generation and
post-training techniques, while its architecture remains largely consistent with Phi-3.

Qwen2.5-14B Qwen2.5 is an advanced LLM series released by Alibaba Cloud, significantly enhanced
through both pre-training and post-training phases. The pre-training data was expanded from 7 trillion
to 18 trillion tokens, resulting in notable improvements in common sense reasoning, domain-specific



knowledge, and general performance. Post-training involved over 1 million supervised samples and
multi-stage reinforcement learning. Qwen2.5 includes multiple model sizes, with the 14B and 7B
versions publicly available as open-weight models.

GPT-4o Mini GPT-4o Mini is a compact version of OpenAI’s GPT-4o, designed for efficient de-
ployment with minimal performance compromise. Released in July 2024, it supports both text and
image inputs and maintains strong performance across various benchmarks, including MMLU (82%),
MGSM (87.0%), and HumanEval (87.2%). With a 128K token context window and robust multilingual
capabilities, GPT-4o Mini is well-suited for lightweight, multimodal reasoning tasks.

NLLB-200 3.3B Developed by Meta AI, NLLB-200 3.3B is a multilingual translation model capable of
translating across 200 languages, including many low-resource languages. Leveraging a Sparsely Gated
Mixture of Experts architecture, it achieves a 44% improvement in BLEU score over previous models,
according to the FLORES-200 benchmark. NLLB-200 emphasizes both translation quality and safety,
playing a key role in enhancing cross-lingual understanding within our framework.

4.1.3. Evaluation

We evaluated the summarization performance using two main metrics: ROUGE-L-Sum [27] and
BERTScore [28].
ROUGE-L-Sum measures the overlap between generated summaries and reference summaries,

focusing on the longest common subsequence to capture sentence-level similarity. It is particularly
suitable for extractive summarization tasks, where key sentences from the original text are selected and
combined. The calculation for ROUGE-L-Sum is built upon the standard ROUGE-L formulas for recall,
precision, and F1-score, which are applied to each pair of sentences. For a given reference sentence (𝑟)
and a candidate sentence (𝑐), the formulas are:

Recall (𝑅lcs) Measures what fraction of the reference sentence is captured in the candidate sentence.

𝑅lcs =
LCS(𝑟, 𝑐)
length(𝑟)

where LCS(𝑟, 𝑐) is the length of the longest common subsequence of words, and length(𝑟) is the number
of words in the reference sentence.
Precision (𝑃lcs) Measures what fraction of the candidate sentence is relevant compared to the

reference sentence.

𝑃lcs =
LCS(𝑟, 𝑐)
length(𝑐)

where length(𝑐) is the number of words in the candidate sentence.
F1-Score (𝐹lcs) The harmonic mean of recall and precision, providing a single, balanced score.

𝐹lcs =
2 ·𝑅lcs · 𝑃lcs

𝑅lcs + 𝑃lcs

BERTScore evaluates semantic similarity between the generated and reference summaries using
contextual embeddings from pre-trained BERT models. Unlike ROUGE, it captures meaning beyond
exact word matches. It reports three components: Precision (relevance of generated content), Recall
(coverage of reference content), and F1-Score (harmonic mean of precision and recall), providing a
balanced assessment of summary quality.

The calculation of BERTScore involves generating contextual embeddings for each token, computing
their similarity, and then aggregating these values into precision and recall scores.

Let the reference sentence be a sequence of tokens 𝑥 = ⟨𝑥1, 𝑥2, . . . , 𝑥𝑘⟩ and the candidate sentence
be 𝑥̂ = ⟨𝑥̂1, 𝑥̂2, . . . , 𝑥̂𝑙⟩.

Contextual Embeddings Both sentences are passed through a pre-trained BERT model to obtain a
sequence of contextual embedding vectors for each token. Let the embedding for token 𝑥𝑖 be denoted
as x𝑖 and for 𝑥̂𝑗 as x̂𝑗 .



Similarity Matrix The cosine similarity is calculated for every pair of tokens between the reference
and candidate sentences, creating a similarity matrix. The cosine similarity between two embedding
vectors a and b measures their alignment.

Using the similarity scores, BERTScore computes recall, precision, and an F1-score through a greedy
matching process.

Recall (𝑅BERT) Recall measures how well the candidate sentence captures the content of the reference
sentence. For each token in the reference sentence, the metric finds the most similar token in the
candidate sentence based on their embedding similarity. The recall score is the average of these
maximum similarity scores.

The equation for recall is:

𝑅BERT =
1

𝑘

𝑘∑︁
𝑖=1

max
𝑗=1,...,𝑙

(x𝑇
𝑖 x̂𝑗)

Assuming the embedding vectors are normalized, their dot product x𝑇
𝑖 x̂𝑗 is equivalent to their cosine

similarity.
Precision (𝑃BERT) Precision measures how relevant the tokens in the candidate sentence are with

respect to the reference sentence. For each token in the candidate sentence, it finds the most similar
token in the reference sentence. Precision is the average of these maximum similarity values.

The equation for precision is:

𝑃BERT =
1

𝑙

𝑙∑︁
𝑗=1

max
𝑖=1,...,𝑘

(x𝑇
𝑖 x̂𝑗)

F1-Score (𝐹BERT) The F1-score is the harmonic mean of precision and recall, providing a single,
balanced metric that reflects both accuracy and completeness.

The equation for the F1-score is:

𝐹BERT = 2
𝑃BERT ·𝑅BERT

𝑃BERT +𝑅BERT

4.2. MultiClinSUM Official Evaluations

In this section, we present the official evaluation results of our system on the MultiClinSum dataset for
summarizing clinical case reports in English, Spanish, French, and Portuguese. We submitted only one
result after the deadline, which we included in the Table 2.

Table 2
Evaluation results on the MultiClinSum dataset across four languages using BERTScore and ROUGE metrics.

Language BERTScore P BERTScore R BERTScore F1 ROUGE P ROUGE R ROUGE F1
English 0.8759 0.8412 0.8577 0.4029 0.2243 0.2574
Spanish 0.7551 0.7046 0.7283 0.4056 0.2067 0.2534
French 0.7269 0.6924 0.7082 0.3504 0.2114 0.2391
Portuguese 0.7493 0.6975 0.7217 0.3913 0.1892 0.2358

4.3. Ablation Study

We conducted an ablation study using 100 gold-standard annotated instances in four languages: En-
glish, Spanish, French, and Portuguese. The experiments were run on two different instruction-tuned
models—Qwen2.5, Phi-4, and a proprietary GPT-4o-mini model—and evaluated using ROUGE-L and
BERTScore metrics (Precision, Recall, F1).



Table 3
Comparison of summarization models across four languages using ROUGE-L (F1), ROUGE Precision, ROUGE
Recall, and BERTScore metrics.

Model Language Finetuned Context ROUGE-P ROUGE-R ROUGE-L BERTScore_P BERTScore_R BERTScore_F
GPT-4o-mini English No - 0.265 0.239 0.2514 0.7656 0.8327 0.7974

Spanish No - 0.272 0.249 0.2596 0.7739 0.8267 0.7992
French No - 0.248 0.228 0.2377 0.7813 0.8265 0.8031
Portuguese No - 0.236 0.213 0.2237 0.7649 0.8178 0.7902

Qwen2.5 English No No 0.271 0.256 0.2632 0.7863 0.7914 0.7883
Yes Yes 0.275 0.264 0.2697 0.7635 0.8136 0.7869
Yes No 0.268 0.262 0.2649 0.7849 0.7723 0.7772
No Yes 0.237 0.222 0.2288 0.7603 0.7691 0.7637

Spanish Yes Yes 0.266 0.252 0.2590 0.7721 0.8100 0.7903
Yes No 0.270 0.259 0.2648 0.7863 0.7803 0.7825
No Yes 0.239 0.229 0.2337 0.7712 0.7608 0.7650
No No 0.056 0.051 0.0531 0.6273 0.5774 0.6010

French Yes Yes 0.222 0.212 0.2171 0.7644 0.7826 0.7725
No Yes 0.179 0.170 0.1747 0.7596 0.7212 0.7383
Yes No 0.223 0.215 0.2192 0.7235 0.7102 0.7152
No No 0.057 0.051 0.0535 0.6318 0.5873 0.6084

Portuguese Yes Yes 0.223 0.211 0.2169 0.7634 0.7892 0.7755
Yes No 0.253 0.241 0.2469 0.7792 0.7702 0.7740
No Yes 0.212 0.198 0.2050 0.7635 0.7537 0.7577
No No 0.105 0.096 0.1009 0.6668 0.6345 0.6493

Phi-4 English Yes No 0.260 0.243 0.2510 0.7610 0.8175 0.7873
Yes Yes 0.258 0.242 0.2503 0.7582 0.8150 0.7847
No No 0.270 0.252 0.2605 0.7798 0.7846 0.7814
No Yes 0.260 0.246 0.2527 0.7655 0.7774 0.7704

Spanish Yes Yes 0.260 0.247 0.2529 0.7669 0.8002 0.7826
Yes No 0.241 0.229 0.2344 0.7641 0.7983 0.7800
No Yes 0.239 0.226 0.2323 0.7628 0.7654 0.7632
No No 0.145 0.134 0.1390 0.6846 0.6615 0.6719

French Yes No 0.255 0.236 0.2450 0.7805 0.7963 0.7877
Yes Yes 0.240 0.225 0.2324 0.7736 0.7846 0.7784
No Yes 0.202 0.189 0.1954 0.7475 0.7379 0.7418
No No 0.139 0.126 0.1326 0.6971 0.6676 0.6808

Portuguese Yes No 0.225 0.209 0.2170 0.7527 0.7896 0.7702
Yes Yes 0.220 0.208 0.2140 0.7373 0.7816 0.7584
No Yes 0.168 0.153 0.1601 0.7254 0.6950 0.7083
No No 0.145 0.134 0.1393 0.6957 0.6723 0.6819

4.3.1. Effect of MedCOD Context on Base LLM Performance

To evaluate the utility of MedCOD as an external contextual augmentation method, we compare
the performance of base (non-finetuned) LLMs with and without contextual input. Across multiple
languages and models, we consistently observe that the inclusion of MedCOD context improves
summarization performance in terms of BERTScore and ROUGE-L. For instance, using Qwen2.5 in
French, the BERTScore_F increases from 0.6084 (no context) to 0.7383 (with MedCOD context), and
in Portuguese, from 0.6493 to 0.7577. Similarly, Phi-4 in Spanish improves from 0.6719 to 0.7632 with
context. These results highlight MedCOD’s effectiveness in guiding LLMs during summarization,
especially for languages where models may lack sufficient domain coverage or training representation.

However, for English—the dominant language in most training corpora—LLMs already demonstrate
strong capabilities in medical summarization. This may stem from data contamination (no one knows
exactly which data has been used to train these models) or simply reflect the fact that current models
are already sufficiently capable for such tasks in English. As a result, additional training or knowledge
augmentation (e.g., using MedCOD) offers limited benefit. For example, in Phi-4, the difference in
BERTScore_F between using context (0.7704) and no context (0.7814) is marginal, suggesting saturation
in model performance.

4.3.2. Effect of MedCOD Context on finetuned LLM Performance

To further understand the impact of MedCOD beyond zero-shot settings, we assess its effect on finetuned
LLMs. We finetuned our LLMs on a 25K supervised summarization dataset provided by MultiClinSUM,
which covers diverse clinical narratives across multiple languages. Despite being trained on this substan-
tial dataset, the addition of MedCOD context during inference still leads to measurable improvements
or maintains strong performance across various languages. For instance, in Qwen2.5 (Spanish), the
BERTScore_F improves from 0.7825 (finetuned, no context) to 0.7903 (finetuned, with context). Similarly,



Phi-4 (French) shows BERTScore_F of 0.7784 with context and 0.7877 without, indicating competitive
performance. In Portuguese, Qwen2.5 improves from 0.7740 to 0.7755 when MedCOD is provided.
While these gains are smaller than those seen in base models, the results suggest that MedCOD can
act as a valuable auxiliary signal, especially in complex domains like medical summarization where
implicit knowledge and subtle cues are important. Even after extensive finetuning, contextual cues
from MedCOD help reinforce or clarify information, potentially addressing coverage gaps not captured
in the training data.

5. Discussion

In this study, we introduced MedCOD, a multilingual keyword-based contextual augmentation frame-
work designed to enhance medical text summarization in low-resource language settings. Through
extensive experiments on the MultiClinSUM dataset, we identified a number of key insights that il-
luminate both the strengths and limitations of current open-source LLMs for multilingual medical
summarization.

Performance Saturation in English. For English—the dominant language in most LLM pretraining
corpora—existing models already exhibit strong performance in medical summarization. As shown in
Table 3, the base Qwen2.5 model, without context or fine-tuning, achieves a BERTScoreF of 0.7883, and
fine-tuning brings only a marginal improvement (0.7869). Similarly, Phi-4 achieves 0.7873 in the fine-
tuned setting without MedCOD context. These results suggest that English summarization tasks have
reached a saturation point for current LLMs. The effectiveness may stem from data contamination (since
the actual pretraining corpus is unknown for these models) or simply from the inherent advantages in
English-centric training pipelines. As a result, additional knowledge augmentation—either via MedCOD
or parameter-efficient fine-tuning—yields minimal or even negative gains.

Challenges and Error Patterns in Non-English Settings. In contrast, performance in Spanish,
French, and Portuguese is consistently lower, especially in zero-shot scenarios. For example, the
Portuguese summarization task under the base Qwen2.5 setting (no fine-tuning, no context) yields
a BERTScoreF of only 0.6493, while French yields 0.6084 in the same configuration. This aligns with
known disparities in language representation across pretraining corpora, where non-English lan-
guages—particularly Portuguese and French—are significantly underrepresented [7, 29, 30]. Conse-
quently, models often fail to follow instructions or generate outputs in the target language, instead
defaulting to English. We observed several failure cases in which the models produced fluent summaries
in English, despite being explicitly prompted in Spanish, French, or Portuguese, as shown in Table 4.

Table 4
Examples of summarization failures in multilingual settings where the model defaulted to English despite being
prompted in the target language.

Language Full Text Snippet Generated Summary (English) Failure Type
Spanish La paciente era una madre de 54 años...

llegó al hospital con una masa vaginal...
The patient, a 54-year-old woman from a rural
area, presented with a vaginal mass of 3 years’
duration...

Output in wrong language
(English)

French Une femme de 80 ans... douleurs aiguës
dans sa cuisse droite...

An 80-year-old woman admitted to the emer-
gency department due to significant weight
loss and acute thigh pain...

Output in wrong language
(English)

Portuguese Homem de 56 anos com febres intermi-
tentes e história de hipertensão...

Here is a concise and clear summary of the
medical text: A 56-year-old man with inter-
mittent fevers and prior hypertension...

Partial translation: starts
in PT, switches to EN

These behavior patterns directly affect reference-based metrics like ROUGE and BERTScore, leading
to abnormally low scores due to mismatched output languages.



Benefits of MedCOD and Fine-Tuning in Non-English Settings. Both MedCOD and fine-tuning
significantly enhance performance in non-English summarization tasks, primarily by improving lan-
guage adherence and fluency. For instance, Qwen2.5 in Portuguese improves from 0.6493 (no context, no
fine-tuning) to 0.7577 when only MedCOD is used. Likewise, Spanish performance with Phi-4 improves
from 0.6719 to 0.7632 in the same comparison. These gains are primarily due to better alignment with
the target language, as shown in the Table 5.

Table 5
Effect of MedCOD on Spanish Clinical Note Summarization

Aspect Without MedCOD (Baseline) With MedCOD (Improved)
Source (excerpt) Un hombre de 27 años, fumador sin antecedentes patológicos, sufrió un accidente en motocicleta sin

casco. Presentó una lesión craneal penetrante con hemorragia intracraneal. Fue trasladado inconsciente
a un hospital mejor equipado y se le administraron anticonvulsivos en el postoperatorio.

Generated Summary Un hombre de 27 años... hemorragia intracraneal...
tratamiento con intubación, fluidos y antibióticos...
fue trasladado a un hospital de primera categoría.

Un hombre de 27 años... presentó lesión penetrante
en la cabeza... fue trasladado inconsciente a un
hospital de primera categoría, libre de intubación...
el paciente fue puesto en anticonvulsivos con buen
resultado.

Fluency & Coherence Moderate; partially disjoint and overly technical
list format

High; fluent transitions and cohesive structure

Clinical Relevance Generic; lacks focus on critical intervention out-
comes

Specific; includes key events like anticonvulsant
treatment and surgical outcome

Language Alignment Acceptable Spanish but includes translation arti-
facts

Native-like phrasing with proper medical expres-
sions

Fine-tuning provides stronger improvements by explicitly exposing the model to task-specific and
language-specific patterns. However, even without training, MedCOD achieves meaningful zero-shot
gains through prompt-level augmentation. This is especially important in settings where computational
resources are limited, making full fine-tuning impractical. MedCOD achieves these gains by inserting
target-language medical keywords as context, which serves as both a language anchor and a domain
signal. This aligns with observations in prompt-based adaptation literature [31, 32, 4].

MedCOD Combined with Fine-Tuning Achieves Best Results. The combination of MedCOD
and fine-tuning yields the best performance across most non-English tasks. For example, in the Spanish
task, Qwen2.5 with both fine-tuning and MedCOD achieves a BERTScoreF of 0.7903, outperforming all
other configurations. This supports our hypothesis that MedCOD provides complementary contextual
grounding that reinforces the representations learned during fine-tuning. As described in prior work on
prompting [4], providing high-salience, low-ambiguity input tokens can help direct LLM attention and
reduce reasoning drift. In our setting, MedCOD’s multilingual keyword chains offer just such signal,
particularly effective when LLMs face under-represented linguistic domains which show in table 6.

Table 6
Example of Fine-Tuning (FT) versus FT+MedCOD impact on summary quality

Aspect FT-Only Summary FT + MedCOD Summary
Language Portuguese Portuguese
Structure Concise but incomplete; lacks detailed clinical

timeline and interventions.
Detailed and well-organized; preserves clinical
history, echocardiographic data, and treatment
chronology.

Factuality Omits key facts such as hypertension history,
valve vegetation, and surgical treatment.

Includes specific medical facts: patient demo-
graphics, valve regurgitation, vegetation size, and
antibiotic treatment.

Example
snippet

“Paciente com febre e dor, tratado genericamente.” “Paciente de 56 anos com hipertensão, vegetação
valvular detectada e cirurgia realizada.”

Limitations and Future Work. Despite promising results, several limitations remain:



• Information Overload in Input. MedCOD expands the prompt with multiple language tags and
keyword chains, which may overwhelm the model. In some cases, we observed long, disorganized
outputs—likely caused by the model attending to less relevant context tokens. We refer to this as
“COD explosion.” Future work can explore input filtering strategies, such as perplexity-guided
token selection or keyword salience ranking, as discussed in [33, 34, 35].

• Minimal Gains in English. As noted earlier, injecting additional task-specific knowledge (via
MedCOD or LoRA) in English settings offers little benefit. Worse, overly long prompts may distract
from key content or introduce inconsistencies. This suggests a need for adaptive prompting
or context compression strategies. Additionally, test-time adaptation methods [36]—e.g., self-
consistency [37], self-refinement [38], test-time training [39]—may yield more value in saturated
English domains.

• Unexplored Factors. Due to time and resource constraints, several areas remain under-
investigated: (1) The discrepancy between ROUGE and BERTScore in some languages (e.g.,
Spanish vs. French) in shown in table. (2) Comparison between monolingual and multilin-
gual fine-tuning setups; (3) More analysis about whether MedCOD improves not just linguistic
consistency but also content structure or factuality.

Looking ahead, we see significant potential for MedCOD to support a range of patient-centered
multilingual clinical NLP applications. Specifically, the ability to generate accurate and readable sum-
maries across multiple languages can benefit real-world scenarios such as: (1) Patient-facing summaries,
which simplify complex clinical language to improve health literacy; (2) Discharge summaries, which
offer clear and concise overviews of hospital visits to support care transitions; (3) Medical literature
summarization, which distills key findings and methodologies from multilingual scientific publications;
(4) Multilingual clinical communication, where summarization combined with translation facilitates
cross-lingual understanding of medical records; and (5) Telemedicine and remote consultations, where
concise summaries of patient data support efficient triage and diagnostic workflows. Indeed, our
motivation for participating in this shared task was to lay the groundwork for such patient-oriented
multilingual applications 1. While the scope of this work was constrained by the competition’s structure,
we believe that the dataset provided by the organizers serves as a strong and practical foundation for
future research aimed at advancing these patient-centered multilingual application scenarios. Moreover,
our findings in this task align with a broader and well-documented challenge: many patient-centered
tasks suffer from imbalanced training data across languages, resulting in relatively strong performance
in English but substantial degradation in other widely spoken languages, such as Spanish, French, and
Portuguese. This disparity is particularly concerning given that patients who are not native English
speakers often have the greatest need for accessible, high-quality clinical NLP tools. Our future work
will therefore focus on extending our prior patient-centered BioNLP research [40, 41, 42, 43, 44]—largely
concentrated in English—to underrepresented languages by leveraging this resource, with the goal of
developing equitable, multilingual medical summarization systems that are not only clinically accurate
but also understandable and actionable for patients across diverse linguistic backgrounds.

6. Conclusion

In this work, we introduced MedCOD, a multilingual, keyword-based contextual augmentation frame-
work aimed at enhancing medical text summarization in low-resource language settings. Our compre-
hensive experiments on the MultiClinSUM dataset, covering English, Spanish, French, and Portuguese,
demonstrate that MedCOD improves performance, particularly in non-English languages where baseline
models often struggle. While existing open-source LLMs, such as Qwen2.5 and Phi-4, already achieve
strong results in English—with minimal improvements from fine-tuning or context—our findings re-
veal substantial gaps in Spanish, French, and Portuguese. These include frequent failures in language
adherence and factual completeness, which directly affect summarization quality and evaluation metrics.

1 https://temu.bsc.es/multiclinsum/

https://temu.bsc.es/multiclinsum/


MedCOD addresses these challenges by incorporating task-relevant, target-language medical key-
words into the input, acting as both a domain signal and a language anchor. This strategy improves
fluency, coherence, and clinical relevance of the generated summaries, even in zero-shot scenarios
where fine-tuning is not feasible. Furthermore, combining MedCOD with fine-tuning yields the best
performance across all non-English tasks. For instance, in Spanish, Qwen2.5’s BERTScoreF improves
from 0.7650 (no context) to 0.7903 with the addition of MedCOD context and fine-tuning. These results
confirm that MedCOD provides a practical and effective solution for overcoming the multilingual
limitations of current LLMs and supports the development of equitable, language-inclusive clinical NLP
systems.
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