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Abstract
We present an overview of Task 1 of the eighth edition of the CheckThat! lab at the 2025 edition of the
Conference and Labs of the Evaluation Forum (CLEF). The task required participants to determine whether
individual sentences from news articles expressed subjective viewpoints, such as opinions or personal bias, or
presented objective, fact-based information. The task was o‌ered in nine languages: Arabic, Bulgarian, English,
German, Italian, Greek, Polish, Romanian, and Ukrainian, as well as in a multilingual setting. We curated datasets
for each language, comprising roughly 14,000 sentences sourced from diverse news outlets. Participants were
tasked with developing classication systems to identify subjectivity (personal opinions or biases) and objectivity
(factual information) at the sentence level. A total of 22 teams participated in the task, submitting 436 valid
runs across all language tracks. Most systems were based on transformer models, with approaches ranging
from ne-tuning language-specic and multilingual encoders to applying English-centric models in combination
with machine translation. Several teams also experimented with ensemble techniques, handcraffied features,
and in-context learning using large language models. Systems were evaluated using macro-averaged F1 score
to ensure equal weighting of subjective and objective classes. Performance varied considerably by language:
German, Italian, English and Romanian yielded the highest results. In contrast, Greek and Ukrainian emerged as
the most challenging languages, with no team surpassing the 0.65 and 0.51 F1 score marks, respectively. Task 1
o‌ers a valuable benchmark for the development and evaluation of multilingual subjectivity detection systems.
This paper presents an overview of Task 1, including datasets, system strategies, and outcomes, contributing to
broader research e‌orts aimed at improving the transparency and trustworthiness of automated content analysis.
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1. Introduction

The CheckThat! lab is organized for the 8th time within CLEF 2025. This paper presents an overview
of Task 1, which covers the challenge of identifying subjectivity in news articles — a task introduced in
the 2023 edition [1] and now held for the third time.
As the inuence of digital media has grown, so has the importance of distinguishing between

subjective and objective language. This distinction is paramount in Natural Language Processing
(NLP), especially in domains such as sentiment analysis, opinion mining, and, crucially, fact-checking.
Subjective statements offien convey personal judgments, emotions, or implicit bias, whereas objective
ones aim to report veriable facts. Automatically recognizing this di‌erence is essential for building
systems that can assess the trustworthiness and neutrality of textual information.
Task 1 is designed to foster research in this direction by providing a multilingual benchmark for

sentence-level subjectivity classication. Participants are asked to determine whether a sentence taken
from a news article reects the author’s personal viewpoint or o‌ers a neutral, fact-based perspective.
This binary classication task is especially relevant in the current media landscape, where biased
reporting and misinformation pose ongoing challenges to public discourse and information integrity.
The task includes datasets in nine languages: Arabic, Bulgarian, English, German, Italian, Polish,

Ukrainian, Romanian, and Greek. In particular, the subjectivity task is organized to cover three distinct
settings: monolingual, where the focus is on a specic language; multilingual, where the contribution of
multiple languages is evaluated; and zero-shot, where the generalization capabilities of models trained
on seen languages are tested on unseen ones. All datasets were annotated using a prescriptive framework
designed to support cross-lingual comparability and high annotation quality. System performance
was evaluated using macro-averaged F1 score to ensure a balanced treatment of both subjective and
objective classes. This approach provides a fair and comprehensive measure of system e‌ectiveness
across diverse languages and content.

The remainder of the paper is as follows. We rst describe the dataset construction process, evaluation
criteria, and submission protocols. We then analyze the submitted systems, comparing their method-
ologies and results to assess current progress and identify key challenges. Task 1 contributes to the
broader e‌ort to improve automated understanding of subjectivity in online content — an increasingly
critical component of trustworthy AI applications in the digital era.

2. Related Work

Research on subjectivity detection spans a wide array of contexts and has evolved signicantly over
time. While early developments were closely tied to sentiment analysis in English-language texts [2, 3],
subsequent e‌orts extended to multilingual domains [4, 5], paving the way for cross-lingual approaches.
Over the years, the task has also found relevance in detecting bias [6, 7], identifying claims [8], and
supporting fact-checking workows [9, 10], which directly motivates the present work.
The criteria for identifying subjectivity offien di‌er depending on the application, and so do the

methodological approaches. Some studies employ lexical heuristics tailored to specic domains or
tasks [2, 11, 12], while others rely on statistical modeling techniques [13]. A more rigorous path
involves manually curated datasets developed through detailed annotation protocols [14, 15, 16]. As
noted by Chaturvedi et al. [17], these approaches can be grouped into syntactic methods—primarily
rule-based and surface-oriented—and semantic methods, which involve deeper linguistic and contextual
understanding.

Syntactic methods, although ecient in certain settings, typically su‌er from portability issues due
to their dependence on language- or domain-specic indicators. Semantic methods have become more
prevalent as they tend to generalize better, especially when built on systematic annotation schemes. Still,
annotation-driven approaches are not without limitations: disagreements among annotators, vague
or context-sensitive cases, and subjective interpretation introduce inconsistency and noise [15, 18].
Recent work has attempted to mitigate these issues through prescriptive annotation strategies [19],



Table 1
Dataset statistics for the five languages for which we report training and development data splits. Additionally,
we report unseen language test split statistics.

Training Languages

Arabic Bulgarian English German Italian
obj subj obj subj obj subj obj subj obj subj

Train 1,391 1,055 379 312 532 298 492 308 1,231 382
Dev 266 201 167 139 240 222 317 174 490 177
Dev-test 425 323 134 107 362 122 153 71 334 128
Test 727 309 - - 215 85 229 118 192 107

Total 2,809 1,888 689 558 1,349 727 1,191 671 2,247 794

Unseen Languages

Greek Polish Romanian Ukrainian
obj subj obj subj obj subj obj subj

Test 236 48 161 154 154 52 219 78

particularly in the setting of fact verication, where subjective cues are offien indicative of unveriable
or misleading information [20].

Our work incorporates annotation at multiple textual levels—ranging from isolated sentences [8, 21],
to text segments [22], and full documents [23]. Although English dominates in terms of available
annotated resources, the eld has seen growing interest in developing datasets for other languages,
including Arabic [24, 25], German [24], French [22], Italian [23], Romanian [26], and Spanish [24].
Nevertheless, many of these e‌orts rely on machine translation and ontology-driven methods for
scalability, which can introduce labeling errors and annotation inconsistencies across languages.
This framing has been formalized in recent shared tasks. For instance, the sixth edition of the

CheckThat! lab included a dedicated task on subjectivity detection [1], which serves as the foundation
for our current e‌orts. The language coverage has changed slightly since then: due to resource
limitations, Dutch and Turkish were removed, and Bulgarian was added as a new language in the
2024 iteration [27]. In particular, the CheckThat!lab 2024 Task 2 edition [27] also covered multilingual
subjectivity detection, covering ve languages: Arabic, English, German, Italian, and Bulgarian. Our
work builds on this task, extending the set of covered languages to nine, including Polish, Ukrainian,
Romanian and Greek, and exploring zero-shot learning on these unseen languages.

3. Datasets

The task o‌ered datasets in nine di‌erent languages with a total of more than 14k sentences manually
annotated following the guidelines in [20]. Table 1 presents details on the dataset statistics. Some
sample instances for each language are given in Table 2.

3.1. Arabic

For this edition, we used the released dataset from [28] and developed a new test set for the nal
evaluation. The dataset consists of manually annotated sentences from news articles, including sources
such as AraFact [29]. The complete data collection and annotation process involved several phases. In
the article selection phase, 1,159 news articles were selected fromAraFact [29]. Additionally, opinionated
articles were manually searched from various Arabic news outlets, resulting in the selection of 221
articles. These articles were parsed and segmented into sentences for annotation.
The annotation was conducted using the MTurk platform. To ensure annotation quality, standard

qualication tests were applied, and the nal label for each sentence was determined using majority



Table 2
Examples of subjective and objective sentences in the annotated datasets.

Language Sentence Class
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Bulgarian Думите на Тръмп са просто думи, докато тези на Обама означават война. SUBJ
Аз се почувствах се глупаво, когато разбрах фактите. OBJ

English But the state’s budget is nothing like a credit card. SUBJ
The plan incorporates cash payments supplemented by contingent contributions. OBJ

German Den Grünen bleibt nur, immer wieder darauf hinzuweisen, dass sie selbst gerne ein

bisschen großzügiger wären -sich damit aber leider nicht durchsetzen können.

SUBJ

Mitte November kündigte die Ampel-Koalition an, das zu ändern. OBJ

Italian Inoltre paragonare immagini di attori paparazzati per strada a foto di studio photo-

shoppate non ha senso.

SUBJ

Il presidente russo, Vladimir Putin, ha visitato Kaliningrad per incontrare gli studenti

dell’Università Kant e tenere un incontro sullo sviluppo della regione.

OBJ

Greek Πάντως η Τουρκία συνεχίζει, παρά το καλό κλίµα στη συνάντηση Γεραπετρίτη

– Φιντάν στην Ντόχα, να θέτει ζητήµατα που αν µη τι άλλο αµϕισβητούν κυρι-

αρχικά δικαιώµατα και συνθήκες

SUBJ

Η επικινδυνότητά τους για την υγεία, διευκρινίζει ο Οργανισµός, είναι ιδιαίτερα

υψηλή

OBJ

Polish Co ciekawe, w obu wypadkach wściekłość Tuska wywołało to samo. SUBJ
W 2023 r. lekarze psychiatrzy wystawili 1,4 mln zwolnień lekarskich. OBJ

Romanian Societatea noastră se prăbus,es, te din cauză că nu le respectăm. SUBJ
Locuia ı̂ntr-o vilă ı̂n centrul Bucures, tiului s, i tot acolo făcuse redact, ia. OBJ

Ukrainian Однак вiцеканцлер вважає, що європейське регулювання не справляється з

цим завданням

SUBJ

Європа має велику проблему з iммiграцiєю, — додав Трамп, захищаючи свого

заступника

OBJ

agreement. A label was assigned to a sentence if at least two annotators agreed. The inter-annotator
agreement (pairwise Cohen’s kappa) was 𝜅 = 0.538. More details about the data collection and
annotation process can be found in [28].

3.2. English

For training, we used NewsSD-ENG [20], a corpus of 1,049 sentences labeled by seven annotators
following guidelines for subjectivity detection tailored to an information retrieval setting [30]. We
merged the dev and dev-test partitions of the CheckThat! lab 2024 Task 2 edition [27] and re-declared
its test split as the new dev-test split. We further collected a novel test set following the same data
collection methodology for NewsSD-ENG. In particular, we retrieved 11 news articles on controversial
topics and randomly sampled 301 sentences. Then, seven annotators labeled the sentences as subjective
or objective. We organized annotators such that each sentence was annotated by three annotators. The
inter-annotator agreement on the new test set measured with Krippendor‌’s alpha was 0.43.

3.3. German

The German dataset was assembled by randomly selecting sentences from the CT 2022 FAN-Corpus
[31] consisting of news articles that have been annotated according to the factuality of their main claim,
originally. The 800 manually annotated sentences for training and the 491 and 337 instances of the
development and develpment-test sets are from the 2023 and 2024 editions of the task [27]. A new test
set has been annotated following the guidelines outlined in [20]. We excluded all incomplete sentences



as well as non German ones. We also reduced instances consisting of more than one sentence due to
wrong sentence splitting to one sentence. Each sentence has been annotated by the same three native
speakers as in previous iterations of the task, all co-authors of this paper. As the agreement between
the annotators was substantially lower compared to previous years, the annotators discussed every
sentence with deviating labels reaching a consensus (Fleiss’ kappa on the 2025 test set: 𝑘𝑎𝑝𝑝𝑎 = 0.547
(𝑝 < 0.0001, 𝑧 = 17.7), Fleiss’ kappa on the 2024 test set: 𝑘𝑎𝑝𝑝𝑎 = 0.696 (𝑝 < 0.0001, 𝑧 = 22.1)).

3.4. Italian

For training, we used the re-annotated version of SubjectivITA [23] introduced in the CheckThat! lab
2024 Task 2 edition [27]. SubjectivITA is a corpus of news articles annotated for subjectivity detection,
containing 1,841 sentences. We merged the dev and dev-test partitions of the CheckThat! lab 2024
Task 2 edition and re-declared its test split as the new dev-test split. We eventually collected a novel
test split following the same methodology used for the English dataset. In particular, we collected 13
news articles targeting controversial topics and randomly sampled 300 sentences. The inter-annotator
agreement on the new test set measured with Krippendor‌’s alpha [32] was 0.53.

3.5. Romanian

We built the Romanian zero-shot test set from multiple online news websites. In particular, we collected
4 news articles covering controversial topics and randomly sampled 300 instances. Each instance was
labeled as objective or subjective by two native Romanian speakers. The inter-annotator agreement for
the zero-shot Romanian test set, measured using Cohen’s, is 0.30.

3.6. Polish

We built the Polish zero-shot test set from multiple online news websites. In particular, we collected 11
news articles covering controversial topics and randomly sampled 350 instances. Each instance was
labeled as objective or subjective by one native Polish speaker.

3.7. Ukrainian

We built the Ukrainian zero-shot test set from multiple online news websites. In particular, we collected
17 news articles covering controversial topics and randomly sampled 297 instances. Each instance was
labeled as objective or subjective by one native Ukrainian speaker.

3.8. Greek

We built the Greek zero-shot test set from multiple online news websites. In particular, we collected 11
news articles covering controversial topics and randomly sampled 300 instances. Each instance was
labeled as objective or subjective by six native Greek speakers. The inter-annotator agreement for the
zero-shot Greek test set, measured using Krippendor‌’s alpha, is 0.36.

4. Overview of the Systems and Results

A total of 21 teams participated in the task, submitting 436 valid runs across all language tracks. 16 out of
the 21 teams lled in the survey for the task, providing information about their systems and approaches.
12 teams participated in more than one subtask, while 5 teams opted for only the monolingual English
subtask.
Table 3 shows the results achieved by the individual teams for each language. Most teams used a

supervised binary classication approach, treating the task as classifying sentences into subjective
(SUBJ) or objective (OBJ). The dominant strategy involved ne-tuning transformer-based models, with
some using ensembles, data augmentation, or additional linguistic features. A few teams explored



Table 3
Results for subjectivity classification of news articles. The F1-measure is macro-averaged.

Rank Team F1 Rank Team F1 Rank Team F1

Arabic Italian German

1 CEA-LIST 0.6884 1 XplaiNLP 0.8104 1 SmolLab_SEU 0.8520
2 UmuTeam 0.5903 2 CEA-LIST 0.8075 2 UNAM 0.8280
3 Investigators 0.5880 3 SmolLab_SEU 0.7750 3 QU-NLP 0.8013
4 QU-NLP 0.5771 4 UmuTeam 0.7703 4 CEA-LIST 0.7733
5 AI Wizards 0.5646 5 Investigators 0.7468 5 AI Wizards 0.7718
6 IIIT Surat 0.5456 6 Arcturus 0.7282 6 Investigators 0.7583
7 Arcturus 0.5376 7 QU-NLP 0.7139 7 TIFIN INDIA 0.7375
8 Baseline 0.5133 8 AI Wizards 0.7130 8 JU_NLP 0.7356
9 ClimateSense 0.5120 9 UNAM 0.7086 9 UmuTeam 0.7324
10 SmolLab_SEU 0.5053 10 JU_NLP 0.6991 10 XplaiNLP 0.7269
11 hazemAbdelsalam 0.5038 11 Baseline 0.6941 11 ClimateSense 0.7213
12 TIFIN INDIA 0.4427 12 ClimateSense 0.6839 12 Arcturus 0.7115
13 JU_NLP 0.4328 13 TIFIN INDIA 0.5808 13 duckLingua 0.7114

English 14 IIIT Surat 0.4612 14 Baseline 0.6960

1 QU-NLP 0.8052 Multilingual 15 IIIT Surat 0.6342

2 TIFIN INDIA 0.7955 1 TIFIN INDIA 0.7550 Polish

3 CEA-LIST 0.7739 2 CEA-LIST 0.7396 1 CEA-LIST 0.6922
4 UmuTeam 0.7604 3 CSECU-Learners 0.7321 2 IIIT Surat 0.6676
5 Investigators 0.7544 4 XplaiNLP 0.7186 3 CSECU-Learners 0.6558
6 Arcturus 0.7522 5 SmolLab_SEU 0.7115 4 AI Wizards 0.6322
7 nlu@utn 0.7486 6 UmuTeam 0.7074 5 Arcturus 0.6298
8 JU_NLP 0.7334 7 QU-NLP 0.6692 6 Investigators 0.6055
9 SmolLab_SEU 0.7328 8 JU_NLP 0.6536 7 UmuTeam 0.5763
10 XplaiNLP 0.7228 9 Arcturus 0.6484 8 SmolLab_SEU 0.5738
11 ClimateSense 0.7226 10 ClimateSense 0.6453 9 Baseline 0.5719
12 NLP-UTB 0.7130 11 Baseline 0.6390 10 XplaiNLP 0.5665
13 UNAM 0.7075 12 Investigators 0.6292 11 JU_NLP 0.5603
14 CheckMates 0.7009 13 IIIT Surat 0.5411 12 ClimateSense 0.5525
15 DSGT-CheckThat 0.6830 14 AI Wizards 0.2380 13 QU-NLP 0.5165

16 CUET_KCRL 0.6783 Romanian 14 TIFIN INDIA 0.3811

17 CSECU-Learners 0.6777 1 QU-NLP 0.8126 Greek

18 NapierNLP 0.6724 2 CSECU-Learners 0.7992 1 AI Wizards 0.5067
19 AI Wizards 0.6600 3 XplaiNLP 0.7917 2 SmolLab_SEU 0.4945
20 IIIT Surat 0.6492 4 SmolLab_SEU 0.7892 3 CSECU-Learners 0.4919
21 TIFIN India 0.5756 5 UmuTeam 0.7793 4 UmuTeam 0.4831
22 UGPLN 0.5531 6 CEA-LIST 0.7659 5 XplaiNLP 0.4750
23 Baseline 0.5370 7 AI Wizards 0.7507 6 Investigators 0.4539

Ukrainian 8 JU_NLP 0.7442 7 CEA-LIST 0.4492

1 CSECU-Learners 0.6424 9 ClimateSense 0.7396 8 JU_NLP 0.4351
2 Investigators 0.6413 10 Arcturus 0.7366 9 Baseline 0.4159
3 ClimateSense 0.6395 11 Investigators 0.7133 10 ClimateSense 0.4137
4 AI Wizards 0.6383 12 IIIT Surat 0.6496 11 QU-NLP 0.4057
5 Baseline 0.6296 13 Baseline 0.6461 12 Arcturus 0.3905
6 SmolLab_SEU 0.6238 14 TIFIN INDIA 0.5181 13 IIIT Surat 0.3733
7 UmuTeam 0.6210 14 TIFIN India 0.3337
8 QU-NLP 0.6168
9 XplaiNLP 0.6124
10 CEA-LIST 0.6061
11 JU_NLP 0.5802
12 Arcturus 0.5553
13 IIIT Surat 0.5125
14 TIFIN INDIA 0.4731



Table 4
Overview of the approaches.
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AI Wizards [33] § § § § § § § § § §
Investigators [34] § § § § § § § § § § § § §
DSGT-CheckThat [35] § § § § § § §
CSECU-Learners [36] § § § § § § § § §
CEA-LIST [37] § § § § § § § § § § § § § § §
IIIT Surat [38] § § § § § § § § § § §
TIFIN INDIA [39] § § § § § § § § § § § § § § § §
ClimateSense [40] § § § § § § § § § § § § § § § §
CUET_KCRL [41] § §
nlu@utn [42] § § §
XPlaiNLP [43] § § § § § § § § § § § §
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NapierNLP [45] § § § §
UmuTeam [46] § § § § § § § § § § § § §
UGPLN [47] § § §
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UNAM [52] § § § §

probabilistic thresholds, embedding-based classiers, or LLM-based zero-shot and in-context learning
methods. An overview of the approaches is given in Table 4 and a short description of the individual
approaches for each team is given in the following.

4.1. Baselines

We used the same baseline introduced in the CheckThat! lab 2024 Task 2 edition [27]. In particular, the
baseline was a multilingual SentenceBERT [53] model with a logistic regression classier on top of it. We
considered paraphrase-multilingual-MiniLM-L12-v2 model card as one of the current top-performing
models for semantic similarity. We regularized the logistic regression classier by applying class re-
weighting to account for class imbalance. We trained the baseline model on individual language-specic
training data and we evaluated it on the corresponding test set. In the case of zero-shot languages, we
trained the baseline on the multilingual dataset, comprising Arabic, Bulgarian, English, German and
Italian training splits.

4.2. Results per Language

Arabic. A total of 12 teams participated in the Arabic subtask, with ve of them not surpassing the
baseline score of 0.5133. Top submissions largely outperformed the baseline, setting a new high score.
In particular, CEA-LIST [37] achieved a macro F1 score of 0.6884 using an ensemble of small language
models and standard encoder-based transformers. The second-ranked team UmuTeam [46] reports
a considerably lower score using MARBERTv2. Likewise Investigators [34], using general-purpose
transformer models like DeBERTa and Multilingual BERT.



Italian. A total of 13 teams participated in the Italian subtask, with only three of them not surpassing
the baseline score of 0.6941. Team XplaiNLP [43] ranks rst with a F1 score of 0.8104, closely fdol-
lowed by team CEA-LIST [37]. Team SmolLab_SEU [48] follows with a di‌erence of 3%-points, still
surpassing the baseline by a large margin.

German. A total of 14 teams participated in the German subtask, with only one team reporting
performance below the baseline score of 0.6960. Team SmolLab_SEU [48] achieved the rst place with
a score of 0.8520. Team UNAM [52] follows with an F1 score of 0.8280. Lastly, team QU-NLP [50]
ranks third with a F1 score of 0.8013. All three top teams largely outperform the baseline with an
improvement of around 10-15%-points.

English. A total of 22 teams participated in the English subtask, all of them reporting classication
performance above the baseline score of 0.5370. Team QU-NLP [50] ranked rst with a F1 score of
0.8052 using a feature-augmented transformer model. A similar performance is reported by team TIFIN
INDIA [39] with a F1 score of 0.7955. Team CEA-LIST [37] achieves third place with a F1 socre of
0.7739. The large majority of remaining submissions achieved similar results in the range [0.76 - 0.70].

Multilingual. A total of 13 teams participated in the multilingual subtasks, with only three teams
reporting performance below the baseline score of 0.6390. Team TIFIN INDIA [39] ranked rst (0.7550)
with their ensemble of transformer-based models. Teams CEA-LIST [37] and CSECU-Learners [36]
follow with similar classication performance of around ∼0.73.

Polish. A total of 13 teams participated in the Polish subtask, where more than half of the submissions
outperformed the baseline score of 0.5719. In particular, team CEA-LIST [37] ranked rst with a F1
score of 0.6922. Team IIIT Surat [38] reports a ∼3-points performance di‌erence using multilingual
BERT. Similarly, Team CSECU-Learners ranks third with a F1 score of 0.6676.

Ukrainian. A total of 13 teams participated in the Ukrainian subtask. Only four teams managed to
outperform the baseline score of 0.6296, while reporting slightly superior performance. In particular,
team CSECU-Learners [36] achieved rst place with a F1 score of 0.6424. Team Investigators [34]
follows with a F1 score of 0.6413 using a combination of encoder-based models like DeBERTa, BERT,
multilingual BERT and Twitter RoBERTa. Team ClimateSense [40] reports a similar performance to
the top-two teams.

Romanian. A total of 13 teams participated in the Romanian subtask, with only one team (i.e., TIFIN
INDIA [39]) not surpassing the baseline score of 0.6461. Team QU-NLP [50] ranks rst with a F1
score of 0.8126. There is a ∼2-points di‌erence between the rst-ranked team and the second- and
third-ranked teams, namely team CSECU-Learners [36] and team XplaiNLP [43].

Greek. A total of 13 teams participated in the Greek subtask, with around half of the submissions not
surpassing the baseline score of 0.4159. Team AI Wizards [33] ranks rst by ne-tuning a probabilistic
classier on top of DeBERTaV3 model. Similar performance is reported by team SmolLab_SEU [48]
(0.4945) and team CSECU-Learners [36] (0.4919).

4.3. Detailed Description of the Participating Systems

Below, we describe the approaches of all participating systems; see also Table 4 for an overview.
Team AI Wizards [33] employed a probabilistic classier with a decision threshold, ne-tuning

DeBERTaV3 for the task.
Team Investigators [34] utilized encoder-based models including DeBERTa, BERT, Multilingual

BERT, and Twitter RoBERTa.



Team DSGT-CheckThat [35] ne-tuned encoder models and explored data augmentation strate-
gies. Their models included RoBERTa (emotion-large), DistilRoBERTa, Sentiment-BERT, ModernBERT,
RoBERTa-large, and MiniLM. They further enhanced performance through Synthetic Data Generation
and Data Augmentation.
Team CSECU-Learners [36] framed the task as multiclass classication with SUBJ (subjective)

and OBJ (objective) as separate classes. Their transformer models included MPNet, mDeBERTa, and
Multilingual BERT.

TeamCEA-LIST [37] ne-tuned small language models (SLMs) and experimented with LLMs through
techniques such as in-context learning, LLM-as-judge, and model debating. Their models included
RoBERTa, UmBERTo, ALBERTo, Qwen 2.5 70B, Meta-LLaMA 3 70B, DeepSeek 67B, Aya-Expanse-32B,
and GPT-4.1-mini.
Team IIIT Surat [38] employed a transformer-based model, specically BERT, implemented via

BertForSequenceClassication from Hugging Face, and ne-tuned it for binary classication (SUBJ/OBJ).
They used the pre-trained BERT (English, uncased) for the monolingual classier and Multilingual
BERT (cased) for multilingual and other-language classication, ne-tuning both directly on the CLEF
training data.
Team TIFIN INDIA [39] used a binary classication approach, where each input is classied as

either subjective or objective. They used an ensemble of transformer-based models and combined their
probability outputs to make the nal prediction post data augmentation. To mitigate data imbalance,
they applied back-translation as a data augmentation technique and used the label distribution ratio to
monitor and address class imbalance. They sed deep learning models based on transformer encoder
architectures, including BERT-Base, BERT-Large, RoBERTa-Base, RoBERTa-Large, XLM-RoBERTa-Base,
XLM-RoBERTa-Large, Modern-BERT-Base, and Modern-BERT-Large. They they applied probability-
level averaging (soffi voting) for model fusion to ensemble predictions across these models. Additionally,
for some datasets, they used a traditional Support Vector Machine (SVM) classier with TF-IDF features
as a lightweight baseline and for comparative analysis. They used a feature-based approach using
Support Vector Machines (SVMs) on selected datasets. The most important features included: TF-IDF
vectors of unigrams and bigrams.

Team ClimateSense [40] used Embeddings and an MLP classier. They experimented with various
classiers: SVC, Logistic Regression, MLP, etc. They also experimented with various transformers-
based architectures for embedding the sentences: SBERT , RoBERTa-based models, ModernBERT-large,
CT-BERT. Finally, they experimented with Zero-shot prompting some LLMs (such as Zephyr).

TeamCUET_KCRL [41] pursued a supervised classication approach using an LSTM and ne-tuning
mBERT.

Team nlu@utn [42] followed a Bert-based ensemble model approach, by also adapting the provided
the training data with additional linguistic information before training, using persuasion techniques
identied in the data and POS-counts. The models used were politicalBiasBERT and BERT-base-uncased.
Team XPlaiNLP [43] employed several transformer-based models, including XLM-RoBERTa-base,

GPT o3-mini, and German-BERT. In particular, for monolingual tasks, German-BERT was ne-tuned on
German and German-translated versions of English, Italian and Bulgarian train datasets.
Team JU_NLP [54] ne-tuned BERT model on available training data, formulating the task as a

binary classication problem. In particular, they leverage hand-craffied features derived from knowledge
bases and tools like SentiWordNet, WordNet, Opinion lexicon, POS taggers, and lemmatization.

TeamNapierNLP [45] only tackled the English monolingual task by leveraging LLMs. More precisely,
they employed GPT-2, GPTNeo-1.3B, and Qwen3-0.6B. The prompts provided instructions for addressing
the task as a binary classication problem.
Team UmuTeam [46] employed a wide set of encoder-only transformers, each specic for a given

language. In particular, they employed MARBERTv2 for Arabic data, GottBERT-base for German,
BERTino for Italian, RoBERTa-base for English. Lastly, they used XLM-RoBERTa-base for multilingual
and zero-shot tasks.

Team UGPLN [47] employed sentence transformers with hand-craffied linguistic features. A logistic
regressor is then trained on top to perform the binary classication task. In particular, they employed



MiniLM-L12-v2 and used the following hand-craffied features: presence of negation cues, sentence
length (i.e., token count), punctuation marks, and lexical opinion indicators derived from the MPQA
Subjectivity lexicon.
Team SmolLab_SEU [48] employed a vast set of encoder-only transformers, some of which are

language-specic. The models are RoBERTa, DeBERTa-v3, AraBERTv2 and MARBERTv2 for Arabic,
GBERT-large, GottBERT-base, and GElectra-large for German, UmBERTo-v1, and BERT-base-italian for
Italian, MBERT, XLM-RoBERTa-large, InfoXLM-large, MT5-base, and MDeBERTa-v3 for multilingual.
All models were ne-tuned by adding a sequence classication head on top of their pre-trained encoder
layers.
Team Arcturus [49] ne-tuned the English-pretrained DeBERTa-v3 on monolingual datasets and

evaluate it on all languages, including multilingual and zero-shot tasks.
Team QU-NLP [50] propose a feature-augmented transformer architecture that combines contextual

embeddings from pre-trained language models with statistical and linguistic features. In particular,
they employed AraElectra for Arabic, augmented with POS tags and TF-IDF features. For cross-lingual
experiments, they employed DeBERTa-v3 with TF-IDF features through a gating mechanism.

Team CheckMates [51] explored various models such as logistic regression, Support Vector Machine,
BERT, Sentence-BERT, and DistilBERT.
Team UNAM [52] used di‌erent language-specic versions of the BERT model and focused on

monolingual subtasks.

5. Conclusion and Future Work

We presented an overview of Task 1 from the CheckThat! lab at CLEF 2025. The task concerned the
detection of subjective sentences in controversial news articles. The task was o‌ered in nine di‌erent
languages, four of which were addressed in a zero-shot setting.
In alignment with the previous edition of the task [27], the majority of the submissions relied on

encoder-only transformer-based architectures, either tailored to a specic language or covering multi-
lingualism. Some approaches also evaluated popular large language models like GPT with instruction
tuning to detect subjectivity, data augmentation, and automatic translation. The most successful solu-
tions coupled transformer-based classiers with domain knowledge in the form of feature extraction or
large language models in an ensemble fashion. The best macro F1 scores ranged between 0.50 and 0.85,
showing that annotating and detecting subjectivity present di‌erent challenges that are specic of the
given language. Overall, there is still ample room for improvement in all subtasks. More precisely, in
many cases, we observed that more than half of the teams did not surpass our baseline model.

As future work, we plan to collect more data concerning existing languages and to expand the set of
covered languages to gather more insights about the task.
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[19] P. Röttger, B. Vidgen, D. Hovy, J. B. Pierrehumbert, Two contrasting data annotation paradigms
for subjective NLP tasks, in: M. Carpuat, M. de Marne‌e, I. V. M. Ruı́z (Eds.), Proceedings
of the 2022 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies, NAACL 2022, Seattle, WA, United States, July 10-
15, 2022, Association for Computational Linguistics, 2022, pp. 175–190. doi:10.18653/v1/2022.
naacl-main.13.

[20] F. Antici, F. Ruggeri, A. Galassi, K. Korre, A. Muti, A. Bardi, A. Fedotova, A. Barrón-Cedeño, A
corpus for sentence-level subjectivity detection on English news articles, in: N. Calzolari, M.-Y. Kan,
V. Hoste, A. Lenci, S. Sakti, N. Xue (Eds.), Proceedings of the 2024 Joint International Conference
on Computational Linguistics, Language Resources and Evaluation (LREC-COLING 2024), ELRA
and ICCL, Torino, Italia, 2024, pp. 273–285.

[21] S. Rustamov, E. Mustafayev, M. Clements, Sentence-level subjectivity detection using neuro-fuzzy
models, in: A. Balahur, E. van der Goot, A. Montoyo (Eds.), Proceedings of the 4th Workshop on
Computational Approaches to Subjectivity, Sentiment and Social Media Analysis, Association for
Computational Linguistics, Atlanta, Georgia, 2013, pp. 108–114.

[22] F. Benamara, B. Chardon, Y. Mathieu, V. Popescu, Towards context-based subjectivity analysis,
in: H. Wang, D. Yarowsky (Eds.), Proceedings of 5th International Joint Conference on Natural
Language Processing, Asian Federation of Natural Language Processing, Chiang Mai, Thailand,
2011, pp. 1180–1188.

http://dx.doi.org/10.3115/1218955.1218990
http://dx.doi.org/10.3115/1218955.1218990
http://dx.doi.org/10.3115/1034678.1034721
http://dx.doi.org/10.1016/j.inffus.2017.12.006
http://dx.doi.org/10.1016/j.inffus.2017.12.006
http://dx.doi.org/10.18653/v1/D19-1107
http://dx.doi.org/10.18653/v1/2022.naacl-main.13
http://dx.doi.org/10.18653/v1/2022.naacl-main.13


[23] F. Antici, L. Bolognini, M. A. Inajetovic, B. Ivasiuk, A. Galassi, F. Ruggeri, SubjectivITA: An
italian corpus for subjectivity detection in newspapers, in: K. S. Candan, B. Ionescu, L. Goeuriot,
B. Larsen, H. Müller, A. Joly, M. Maistro, F. Piroi, G. Faggioli, N. Ferro (Eds.), Experimental IR
Meets Multilinguality, Multimodality, and Interaction. CLEF 2021, volume 12880 of LNCS, Springer,
2021, pp. 40–52. doi:10.1007/978-3-030-85251-1_4.

[24] C. Banea, R. Mihalcea, J. Wiebe, Multilingual subjectivity: Are more languages better?, in: C.-R.
Huang, D. Jurafsky (Eds.), Proceedings of the 23rd International Conference on Computational
Linguistics (Coling 2010), Coling 2010 Organizing Committee, Beijing, China, 2010, pp. 28–36.

[25] M. Abdul-Mageed, M. Diab, M. Korayem, Subjectivity and sentiment analysis of Modern Standard
Arabic, in: D. Lin, Y. Matsumoto, R. Mihalcea (Eds.), Proceedings of the 49th Annual Meeting of
the Association for Computational Linguistics: Human Language Technologies, Association for
Computational Linguistics, Portland, Oregon, USA, 2011, pp. 587–591.

[26] C. Banea, R. Mihalcea, J. Wiebe, Sense-level subjectivity in a multilingual setting, Comput. Speech
Lang. 28 (2014) 7–19. doi:10.1016/j.csl.2013.03.002.

[27] J. M. Struß, F. Ruggeri, A. Barrón-Cedeño, F. Alam, D. Dimitrov, A. Galassi, G. Pachov, I. Koychev,
P. Nakov, M. Siegel, M. Wiegand, M. Hasanain, R. Suwaileh, W. Zaghouani, Overview of the
CLEF-2024 CheckThat! lab task 2 on subjectivity in news articles, in: [55], 2024.

[28] R. Suwaileh, M. Hasanain, F. Hubail, W. Zaghouani, F. Alam, ThatiAR: Subjectivity detection in
arabic news sentences, arXiv: 2406.05559 (2024).

[29] Z. Sheikh Ali, W.Mansour, T. Elsayed, A. Al-Ali, AraFacts: The rst large Arabic dataset of naturally
occurring claims, in: N. Habash, H. Bouamor, H. Hajj, W. Magdy, W. Zaghouani, F. Bougares,
N. Tomeh, I. Abu Farha, S. Touileb (Eds.), Proceedings of the Sixth Arabic Natural Language
Processing Workshop, Association for Computational Linguistics, Kyiv, Ukraine (Virtual), 2021,
pp. 231–236. URL: https://aclanthology.org/2021.wanlp-1.26.

[30] F. Ruggeri, F. Antici, A. Galassi, K. Korre, A. Muti, A. Barrón-Cedeño, On the denition of
prescriptive annotation guidelines for language-agnostic subjectivity detection, in: R. Campos,
A. M. Jorge, A. Jatowt, S. Bhatia, M. Litvak (Eds.), Text2Story@ECIR, volume 3370 of CEUR
Workshop Proceedings, CEUR-WS.org, 2023, pp. 103–111.
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