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Abstract
We present an overview of Task 4 of the CheckThat! lab at the 2025 edition of the Conference and Labs of the
Evaluation Forum (CLEF). Task 4 focuses on scientific web discourse and consists of two subtasks: detecting
and differentiating between different forms of scientific web discourse (task 4a), and retrieving the scientific
publication given a social media post with an implicit reference (task 4b). Within the context of automated fact-
checking, these tasks contribute to the detection of scientific claims as well as the retrieval of scientific evidence
for their verification. In total, 10 teams participated in task 4a and 30 in 4b, with 6 and 7 teams, respectively,
submitting system description papers. The participants in task 4a primarily used transformer-based approaches,
with some teams also experimenting with LLMs for data augmentation or classification. The best-performing
team achieved a macro-average F1-score close to 0.8. In task 4b, most teams employed two-stage retrieval and
re-ranking pipelines, including the use of various LLMs, with the best team reaching an MRR@5 score of 0.68.
This paper presents a detailed overview of the two tasks, including the datasets and evaluation settings, along
with a description of the participants’ approaches.
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1. Introduction

Scientific web discourse, i.e., discourse on the social web about scientific knowledge, resources, or other
research-related information, has increased substantially throughout the past years [1, 2]. Understanding
the topics, claims, and studies that are being discussed, the citation habits of users, and the evolution
of these habits and the discourse more generally is critical for various tasks and disciplines. For
instance, identifying text that conveys scientific knowledge is essential for claim detection [3] and
claim verification [4, 5] in this domain. Given that phenomena such as fake news propagation [6]
and bias reinforcement [7] may have harmful effects for society [8], especially when coupled with
potentially sensitive and controversial topics such as COVID-19 or climate change, tackling such
fact-checking-related tasks for scientific web discourse is crucial. However, current state-of-the-art
language models have been shown to perform worse for downstream tasks involving scientific claims
compared to other domains [9]. Detecting references to scientific studies on social media is crucial for
computing altmetrics and assessing the credibility of information. Furthermore, it facilitates research
into the evolution of scientific discourse in online environments as studied by various disciplines such
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(a) (b)

Figure 1: Fig. (a) shows the different categories of scientific web discourse that are relevant to task 4a (from
[15]). Fig. (b) shows a claim with an implicit reference (box to the left) for which the source publication (box to
the right) needs to be retrieved in task 4b (adapted from [16]).

as communication studies [2, 1], social sciences, and social psychology [10, 11], as well as computational
linguistics [12, 13].

Scientific web discourse is often informal, e.g., "covid vaccines just don’t work on children", and displays
fuzzy/incomplete citation habits, such as "Stanford study shows that vaccines don’t work", where the
actual study is never cited through explicit references. These characteristics pose challenges both
from a societal perspective, leading to poorly informed online debates [8], and from a computational
perspective, requiring robust datasets and methods to detect and analyse such discourse.

Therefore, the CLEF-2025 CheckThat! lab contains two tasks that are relevant to the CheckThat!
verification pipeline [14], tailored specifically to the analysis of scientific web discourse:

• Task 4a - Scientific Web Discourse Detection: Given a social media post (tweet), detect if it
contains (1) a scientific claim, (2) a reference to a scientific study/publication, or (3) mentions of
scientific entities, e.g. a university or scientist.

• Task 4b - Claim-source Retrieval: Given an implicit reference to a scientific paper, i.e., a social
media post (tweet) that mentions a research publication without a URL (e.g., "Stanford study
shows that vaccines don’t work"), retrieve the mentioned paper from a pool of candidate papers.

In the remainder of the paper, we introduce the datasets used in our two tasks (Section 2), describe
system submissions and results (Section 3), present related work (Section 4), and conclude with final
remarks (Section 5).

2. Dataset

2.1. Task 4a: Scientific Web Discourse Detection

The dataset for task 4a is an extension of the SciTweets corpus [15] and consists of 1,606 posts from X
(formerly Twitter) annotated with the different forms of science-related online discourse, which are
scientific claims (Category 1), scientific references (Category 2), and references to science contexts or
entities (Category 3), following the definitions by Hafid et al. [15]:

Science-related: Texts that fall under at least one of the following categories:

Category 1 - Scientific knowledge (scientifically verifiable claims): Does the text include a
claim or a question that could be scientifically verified? i.e., claims that can only be verified with
the help of scientific publications or research data used in the scientific process (see posts 2 and 5
in Table 1).
Category 2 - Reference to scientific knowledge: Does the text include at least one reference
to scientific knowledge? References can either be direct, e.g., DOI, title of a paper, or indirect, e.g.,
a link to an article that includes a direct reference (see posts 3 and 5 in Table 1).



Category 3 - Related to scientific research in general: Does the text mention a scientific
research context (e.g., mention of a scientist, scientific research efforts, research findings)? (see
posts 3, 4, and 5 in Table 1).

Not science-related: Texts that do not fall under either of the three previous categories. (see post 1 in
Table 1)

Table 2 shows the number of posts per category and per split.

Table 1
Task 4a: Dataset examples

X post Cat 1 Cat 2 Cat 3

McDonald’s breakfast stop then the gym

65% of cats born with blue eyes are deaf. ■

@user Please read this research analysis
https://www.apa.org/pubs/journals/releases/psp-pspp0000147.pdf.

■ ■

How is University of Chicago shaping the future of science? Find out on April 6 ■

A fifth of US high school students use tobacco, finds survey
http://www.bmj.com/content/349/bmj.g6885

■ ■ ■

Table 2
Task 4a: Number of X posts per category and per data split

Split Category 1 Category 2 Category 3 Total

Train 333 224 306 1,229

Dev 26 26 34 137

Test 121 56 97 240

Total 480 306 437 1,606

2.2. Task 4b: Scientific Claim Source Retrieval

The dataset for task 4b consists of two sets, a query set and a collection set. The query set contains
15,699 X (Twitter) posts with implicit references to scientific papers from the CORD-19 corpus [17]. The
collection set contains metadata, such as title, abstract, and affiliations of the 7,718 CORD-19 scientific
papers, which the posts from the query set implicitly refer to. Table 3 shows the number of posts (query
set) and number of publications (collection set) per split. Note that the collection set is identical for all
three splits. Tables 4 and 5 show two exemplary posts with implicit references and the corresponding
CORD-19 publications. For instance, given the first post in Table 4, the participants are asked to retrieve
the correct publication, which is the first publication in Table 5. See [16] for more details on how the
data was sampled and annotated.

3. Results and Overview of the Systems

3.1. Task 4a: Scientific Web Discourse Detection

Task 4a is a multilabel classification task and was evaluated through the macro-averaged F1-score. The
baseline is a DeBERTaV3-base model trained on the train set for 10 epochs with a learning rate of 2𝑒−5

and a batch size of 16. For the final test set predictions, we used the checkpoint with the best dev set
performance, resulting in a test set macro F1-score of 0.7668 (rank 7).



Table 3
Task 4b: Number of X posts and CORD-19 publications per data split

Split X Posts (Query Set) Publications (Collection Set)

Train 12,853
7,718Dev 1,400

Test 1,446

Total 15,699 7,718

In total, ten teams participated in task 4a. Table 6 provides an overview of the different approaches
and their performances for those teams that submitted a paper description of their work. The F1-score
and rank indicate the performance and position on the final test set leaderboard. Most teams relied on
transformer-based models such as DeBERTa-v3, SciBERT, and Twitter-Roberta, while some also used
LLMs. In addition, different techniques such as LLM-based data augmentation, ensemble methods, and
other optimizations were employed.

Team ClimateSense [18] fine-tuned a twitter-roberta-base-2022-154m model and identified the best-
performing checkpoint, for each category, based on the dev set performance. Using the embeddings of
these checkpoints, traditional classifiers were trained for each category (Nearest centroid classifiers for
categories 1 and 3, and a Naive Bayes classifier for category 2), ranking first on the overall leaderboard
with an F1-score of 0.7998. They also experimented with SetFit [19], and training classifiers on top of
existing sentence encoders, but found the approaches to have lower performance compared to their
final system.

Team VerbaNexAI [20] fine-tuned a DeBERTa-v3-base model using hyperparameters, i.e., learning
rate and number of epochs, found with 5-fold cross-validation. To improve performance, they adjusted
the binary cross-entropy loss with class weights and employed threshold-tuning. For their final
submission, ranking second, they used a soft-voting ensemble of their two strongest models (one with
class weights and one without).

Team SBU-SCIRE [21] augmented the training data to 2,369 samples with paraphrases using
DeepSeek-R1. They trained five DeBERTa-v3-large models on the augmented dataset using 5-fold
cross-validation with a focal loss [22] to address class imbalance and focus on hard examples. For infer-
ence on the test set, they averaged the logits of the five models before applying optimized class-specific
thresholds to the sigmoid probabilities.

Team DS@GT [23] trained different transformer-based models, such as DeBERTa-v3-base and -large,
and used zero-shot and few-shot classification with GPT-4o and GPT-4o mini. While the transformer-
based models performed better for categories one and three, the LLM-based approaches outperformed
them on category two. Thus, for their final submission, they combined DeBERTa-v3-base (categories
one and three) with GPT-4o mini using few-shot with five examples based on semantic similarity
(category two).

Team TurQUaz [24] employed various LLMs, such as Gemma3 (12B), Qwen3 (8B), DeepSeek-R1
(8B), in different collaborative settings. Specifically, they investigated three settings: (1) a single debate,
where two LLMs argue in favor of or against a specific classification (e.g., whether a post contains a
scientific claim) and a third model acts as a judge, (2) a team debate, following the same approach as
the single debate but with multiple LLMs collaborating on each side, and (3) a council debate, where
multiple LLMs argue together to reach a consensus. For their final submission, they chose the council
debate, outperforming the two other settings. While the approach, overall, did not improve upon the
baseline, it ranked first in identifying scientific references (category two).

Team JU_NLP [25] generated embeddings using SciBERT and Twitter-RoBERTa models to capture
both scientific and social media discourse characteristics of posts. The embeddings were concatenated
and used to train a two-layer classification head.

Overall, fine-tuning existing PLMs such as DeBERTa-v3 or twitter-roberta-base-2022-154m performs



Table 4
Task 4b: Dataset examples - X Posts

X post CORD Id

Peer-reviewed in the New England Journal of Medicine regarding Delta (B.1.617.2):
•Pfizer is 90% effective
•AstraZeneca is 70% effective.
This falls in line with vaccine efficacy of other variants. Yes, the vaccines ARE indeed effective
against Delta.

5g02ykhi

Published in the journal Antiviral Research, the study from Monash University showed that a
single dose of Ivermectin could stop the coronavirus growing in cell culture – effectively
eradicating all genetic material of the virus within two days.

ivy95jpw

Table 5
Task 4b: Dataset examples - publications

CORD Id Title Date Venue + Authors Selected Abstract Text

5g02ykhi Effectiveness of Covid-19
Vaccines against the
B.1.617.2 (Delta) Variant

21-07-2021 New England Journal of
Medicine
Jamie Lopez Bernal, Nick
Andrews, Charlotte Gower,
Eileen Gallagher, Ruth
Simmons, Simon Thelwall,
Julia Stowe, Elise Tessier,
[...]

[...] With the BNT162b2
vaccine, the effectiveness
of two doses was [...]
88.0% among those with
the delta variant. With the
ChAdOx1 nCoV-19
vaccine, the effectiveness
of two doses was [...]
67.0% among those with
the delta variant. [...]

ivy95jpw The FDA-approved drug
ivermectin inhibits the
replication of SARS-CoV-2
in vitro

03-04-2020 Antiviral Research
Caly, Leon; Druce, Julian
D.; Catton, Mike G.; Jans,
David A.; Wagstaff, Kylie
M.

[...] We report here that
Ivermectin [...] is an
inhibitor of the causative
virus (SARS-CoV-2), with a
single addition to
Vero-hSLAM cells 2 h post
infection with SARS-CoV-2
able to effect 5000-fold
reduction in viral RNA at
48 h. [...]

best in terms of macro-avg F1-score, with some LLM approaches outperforming them in the identification
of scientific references (category two).

3.2. Task 4b: Scientific Claim Source Retrieval

Task 4b is a retrieval task and was evaluated by the MRR@5 (Mean Reciprocal Rank) score. BM25
ranking using the title and abstract of the papers and the text of the X posts serves as the baseline
with an MMR@5 of 0.43. The best-performing team reached an MMR@5 of 0.68.
In total, 30 teams participated in task 4b. Table 7 provides an overview of the different approaches and
their performance for teams that submitted a paper description of their work. Most teams relied on a
combination of retrieval methods (dense, sparse, or both) and re-ranking models. Retrieval methods
included both lexical and semantic methods. LLMs such as ChatGPT, LLaMa, and Gemma were mainly
used as re-rankers, but did not always outperform fine-tuned transformer-based models. Additionally,
some teams experimented with data augmentation and style transfer techniques.

Team AIRwaves [26] employed a two-stage pipeline using neural representation learning for can-



Table 6
Task 4a: Overview of the approaches

Team Models Misc. Perf.
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ClimateSense [18] ■ ■ ■ 0.7998 1
VerbaNexAI [20] ■ ■ ■ 0.7983 2
SBU-SCIRE [21] ■ ■ ■ 0.7917 4
DS@GT [23] ■ ■ ■ ■ 0.7685 6
DeBERTa-v3 Baseline ■ 0.7668 7
TurQUaz [24] ■ ■ 0.7615 8
JU_NLP [25] ■ ■ ■ 0.7347 9

didate generation with a fine-tuned E5-large model, followed by neural re-ranking with a SciBERT
cross-encoder to re-order the top predictions. Incorporating one additional BM-25-mined hard negative
example per query improved the performance significantly.

Team Deep Retrieval [27] combined lexical BM25-based retrieval with a semantic search-based
approach using an INF-Retriever-v1 retrieval model to generate candidates, which were then re-ranked
with a BAAI/bge-reranker-v2-gemma cross-encoder. While the semantic retrieval outperformed the
lexical BM-25 approach, combining and re-ranking the generated candidates from both approaches
yielded the best performance.

Team ATOM [28] explored different retriever and re-ranking models. For their final submission,
they used a GTR-T5-Large model to retrieve candidates, followed by the MXBAI-base-v2 re-ranker.
The team further experimented with enriching the collection set with full-texts, but did not find it to
improve performance compared to using the provided abstracts.

Team SBU-SCIRE [21] used a Snowflake/snowflake-arctic-embed-l-v2.0 model for dense retrieval,
followed by an ms-marco-MiniLM-L4-v2 cross-encoder for re-ranking. To improve the training effec-
tiveness of the dense retriever, they used a strategically sampled set of nine hard negative examples per
query.

Team SeRRa [29] used a multi-step pipeline including dense retrieval for candidate generation with
a Sentence-BERT model, re-ranking using a SciBERT-based binary classification model, and a final
ranking through pairwise comparisons of the top 10 re-ranked documents with the input claim using
a ModernBERT model. In addition, they evaluated the effect of hard negative sampling for the final
re-ranking step and found a significant improvement in performance.

Team Claim2Source [30] systematically evaluated the impact of seven different style transfer
techniques applied to both claims and source documents using a LLaMa 3.3-70B-Instruct model. The
style transfer techniques involved three strategies for rewriting claims, such as converting informal
posts into more formal language, and four strategies for transforming publications, e.g., writing a
concise social media post based on a scientific abstract. They observed that making claims more formal
tended to help retrieval, but rewriting the titles and abstracts of the publications usually degraded the
performance. Still, for their final approach, they relied on dense retrieval with a GritLM-7B model
without applying any style transfer.

Team DS@GT [31] explored eight different two-stage retrieval and re-ranking pipelines and inves-
tigated the effect of rewriting posts in formal language using ChatGPT. They found that appending
a formal paraphrase to the original post slightly improved the re-ranking performance. Their final
approach combined BM25-retrieval with a T5 model for reranking.



Table 7
Task 4b: Overview of the approaches
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AIRwaves [26] ■ ■ 0.67 2
Deep Retrieval [27] ■ ■ ■ ■ 0.66 3
ATOM [28] ■ ■ 0.66 4
SBU-SCIRE [21] ■ ■ 0.65 5
SeRRa [29] ■ ■ 0.61 8
Claim2Source [30] ■ ■ ■ ■ 0.59 12
DS@GT [31] ■ ■ ■ ■ ■ 0.58 16
BM25 Baseline ■ 0.43 28

Overall, most teams followed a two-stage approach, combining a dense retrieval step with neural
re-ranking. Strategically sampling hard negative samples led to performance gains, while results from
applying style transfer techniques were mixed.

4. Related Work

4.1. Task 4a: Scientific Web Discourse Detection

Scientific web discourse has been studied by various disciplines, including social sciences, measuring the
engagement with scientific publications on social media [32, 33, 34], as well as NLP research, detecting
and verifying scientific claims [35, 36, 37, 38, 5]. To facilitate such research, high-quality datasets with
robust definitions are crucial. While existing resources often target specific domains [37, 35], or generate
synthetic claims [39], we follow the domain-agnostic definitions of [15] and extend their SciTweets
corpus to provide 1,606 X posts in total.

From a computational perspective, task 4a includes the detection of claims, which has been studied
in prior work [35, 40, 41, 37]. For example, in a previous iteration of the CheckThat! lab, the goal was
to identify relevant claims in tweets [41]. More closely related to scientific claims, Wuhrl and Klinger
[35] detect claims in tweets from the biomedical domain. In contrast, our task involves the detection of
scientific claims independent of the scientific field. Furthermore, to the best of our knowledge, the two
other subtasks of task 4a, the detection of scientific references and scientific contexts, have not been
addressed in prior work.

4.2. Task 4b: Scientific Claim Source Retrieval

The task of scientific claim source retrieval is closely related to the problem of evidence retrieval in
automated fact-checking [5], as explored by previous research [42, 39, 43, 44]. For example, the FEVER
shared task asked participants to retrieve evidence from Wikipedia for human-authored claims [42].
In the previous edition of the CheckThat! lab 2024, a similar task was introduced: given a rumour,
evidence tweets from authority Twitter accounts should be retrieved [43]. However, existing works are
different because they use synthetic claims [42], claims that originate from different sources, such as
scientific publications [39], or evidence from sources other than scientific publications. Furthermore,
previous evidence retrieval tasks focus on retrieving any relevant evidence useful to fact-check a claim,
whereas we are interested in finding the one piece of evidence that is most likely the basis for the stated



claim. The original source that a claim is based on has been shown to be one of the primary pieces
of evidence used by fact-checkers [45]. Another related line of work is the retrieval of publications
referred to by news articles [46, 47, 48]. While similar to the implicit references in our dataset, we
assume the references in news articles are more formal and have a larger context.

5. Conclusion and Future Work

We presented an overview of Task 4 of the CheckThat! lab at CLEF 2025, which comprised two
subtasks: identifying and distinguishing between different forms of scientific web discourse (task 4a),
and retrieving the scientific publication given a social media post with an implicit reference (task 4b).

For task 4a, most teams relied on fine-tuning transformer-based models, with some exploring LLMs
for data augmentation as well as for zero- and few-shot classification. In task 4b, two-stage retrieval
pipelines were used by many teams, including the use of various LLMs for candidate generation
and reranking. The highest-ranked team for task 4a, team ClimateSense [18] fine-tuned a twitter-
roberta-base-2022-154m model and, for each category, used the best-performing checkpoint to extract
embeddings for training a traditional classifier using a weighted loss function. Team AIRwaves [26],
the top-ranked team with a system description paper and second overall in task 4b, implemented a
two-stage pipeline including candidate generation with a fine-tuned E5-large model and reranking the
top predictions with a SciBERT-based cross-encoder. While these teams achieved an F1-score of 0.80
and an MRR@5 score of 0.67, there is still room for improvement across both tasks.

In total, 40 teams submitted their predictions, and 13 submitted system description papers, attracting
considerable interest. In future iterations of these tasks, we plan to expand the languages covered
(e.g., including French and German), include additional online discourse platforms such as Telegram or
Bluesky, and incorporate more realistic scenarios (e.g., moving beyond the COVID-19 domain in task
4b).
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