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Abstract
This paper presents the approach developed by the UCOM-UNAM-PLN team for Task 3 of the CLEF 2025
CheckThat! Lab, focused on verifying numerical and temporal claims in Spanish. We propose a two-step fact-
checking architecture leveraging large language models (LLMs) in both stages: (1) evidence retrieval through
BM25-preselected documents, and (2) veracity classification using zero-shot and few-shot prompting strategies.
We conduct a comprehensive evaluation of retrieval techniques—including statistical, embedding-based, and
LLM-based models—on the CLEF 2024 development set, identifying GPT-4o as the top-performing retriever.
Based on these findings, we deploy GPT-4o for both evidence extraction and classification. Our best-performing
pipeline combines few-shot prompting with curated evidence, achieving a macro-averaged F1 score of 0.3595 on
the official CLEF 2025 test set. Results highlight the effectiveness of hybrid LLM-based architectures in identifying
false claims, while also revealing challenges in handling ambiguous or true statements. This study underscores
the potential of combining semantic retrieval and task-specific prompting for robust fact verification in real-world
contexts.
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1. Introduction

This paper presents our approach to the task 3 - Fact-Checking Numerical Claims of the CLEF 20251

– CheckThat! Lab [1] The task consists of verifying claims with numerical quantities and temporal
expressions [2]. Claims must be classified as True, False, or Conflicting based on a short list of evidence.
We only report our participation in the Spanish challenge.

Organizers provided documents retrieved by top-k BM25 ranking approach. This documents can be
used to determine a label for each claim. The evidence documents were provided in the order retrieved
by a BM25-based retriever, but participants can employ some re-ranking approaches to improve fact
verification performance. Participants were also able to use other approaches to obtain evidence from
the corpus provided by the organizers.

Our approach involves using LLMs in different ways for the classification of claims. We use LLM
models in two ways, first to classify the claim based on the complete document and then to retrieve
relevant sentences within the document. These sentences were used later as fine-grained evidence to
classify the claims.

The remainder of this paper is structured as follows: Section 2 discusses related work. Section 3
describes the dataset utilized in this study. Section 4 details our approach. Section 5 presents previous
experiments conducted for CheckThat 2024. Section 6 shows our results in CheckThat 2025. Section 7
outlines some limitations of our approach. Finally, Section 8 concludes the paper.
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2. Related Work

In their state-of-the-art review, [3] organize automated fact-checking methods according to four-stage
architecture proposed by [4]: (1) claim detection, where statements that can be verified are extracted; (2)
evidence retrieval, which involves locating relevant information from external sources such as databases
or textual corpora; (3) claim verification, which entails determining whether the evidence supports,
refutes, or does not allow a conclusion about the claim; and (4) justification generation, where a textual
explanation is produced to accompany the system’s decision. In [5], the fact-checking process mainly
consists of two stages. First, an evidence retrieval model based on transformers extracts a relevant
text snippet from a trusted source, which is crucial for assessing the validity of a claim. Then, a claim
verification model, also based on transformers, uses the retrieved evidence to classify the claim as true,
false, or "not enough information" (NEI) if the evidence is inconclusive. In this paper, we will focus on
the two-step architecture.

In their review on automated fact-checking, [3] identify three main approaches for evidence retrieval:
traditional lexical-based methods like BM25, dense embedding-based methods, and hybrid approaches
that combine initial retrieval and re-ranking with more complex models. For information retrieval, [5]
employs a transformer-based model inspired by extractive question-answering systems. This model,
typically BERT-based, takes a claim and a reliable source (such as a Wikipedia article) and extracts a
relevant text snippet for claim verification. The training is done by fine-tuning pre-trained BERT models
(such as BERT and DistilBERT) using the FEVER dataset. In the experiments conducted, DistilBERT
achieved an exact match score of 90.19% and an F1-score of 93.98%, slightly outperforming BERT, which
obtained an exact match score of 89.89% and an F1-score of 93.93%.

In [5] the claim verification model is based on BERT. This model takes as input the original textual
claim and the retrieved textual evidence. Sentence embeddings for the claim and the evidence are
obtained through a pre-trained BERT embedding layer. These embeddings are then processed and passed
to a fully connected layer. Finally, the output of this layer is used to classify the claim into one of three
categories: true, false, or "not enough information" (NEI), determining whether the evidence is sufficient
to verify the claim. In the verification stage in [6], focuses primarily on the use of Large Language Models
(LLMs). These LLMs, such as GPT-4 and Llama3-70B-Instruct, are guided by system prompts to
analyze a claim and the provided textual evidence. Their goal is to predict a label (SUPPORTS, REFUTES,
or NOT ENOUGH INFO) along with a confidence score, leveraging their deep understanding of natural
language for complex reasoning tasks. In [7], the authors conducted a comprehensive analysis on
the identification of critical statements using various strategies, including lexical representations,
embeddings, and LLMs. Specifically, they evaluated the use of LLMs as direct classifiers by applying
zero-shot and few-shot prompting strategies, without requiring additional training.

Large Language Models (LLMs) are emerging as a promising component in fact-checking systems. In
this work, we explore the use of Large Language Models (LLMs) in both stages of the fact-checking
architecture.

3. Dataset

To address this challenge we only used the development dataset of the Checkthat 2025 Lab [2] which
contains elements in JSON format with the following structure:

1 {
2 " c l a i m": "San L u i s no t i e n e empleados pú b l i c o s en e x c e s o ; hoy son 17 mi l",
3 " c r a w l e d _ d a t e ": "2011 −09 −26",
4 " c o u n t r y _ o f _ o r i g i n ": " a r g e n t i n a ",
5 "doc": "Las c i f r a s d e l P r e s u p u e s t o p r o v i n c i a l son c o n s i s t e n t e s con e s a a f i r m a c i

ón . No as í l o s r e s u l t a d o s de l a E n cu e s t a Permanente de Hogares . Ot ros
i n d i c a d o r e s muestran que l a p r o v i n c i a t i e n e una a l t a t a s a de empleo en negro
y de p l a n e s s o c i a l e s . San L u i s es [ l a p r o v i n c i a ] mejor a d m i n i s t r a d a de l a

Repú b l i c a porque no t i e n e empleados pú b l i c o s en e x c e s o ; hoy son 17 mi l e



i n c l u s i v e creemos que son e x c e s i v o s , subray ó A l b e r t o Rodr í guez Sa á en una
r e a l i z a d a en l a e s c u e l a de p e r i o d i s m o TEA . ",

6 " f a c t _ s o u r c e ": " chequeado",
7 " f a c t c h e c k e r ": [],
8 " l a b e l ": " F a l s e ",
9 " u r l ": " h t t p s : / / chequeado . com / u l t i m a s − n o t i c i a s / r o d r i g u e z −saa −san − l u i s −no− t i e n e −

empleados − p u b l i c o s −en−exceso −hoy−son −17−mi l / ",
10 " l a n g": " es",
11 "n u m e r i c a l": t r u e ,
12 " t axonomy_ labe l": " s t a t i s t i c a l "
13 }

The test dataset with 1.806 claims has a different structure than the development dataset with 377
claims. This dataset contained only the claims without associated documents. For this reason, it was
necessary to perform an additional task to collect the corresponding evidence documents for each claim.
To obtain the evidence, we used the corpus provided by the challenge organizers. In this context, we
considered two alternatives: (1) using the pre-selected evidence provided by the organizers, which
was retrieved using the BM25 algorithm, and (2) developing a custom function to perform automatic
evidence retrieval from the corpus. The procedures implemented in both strategies are detailed in the
following sections.

Table 1 presents the statistic of the development. It shows class distribution of the development
dataset, documents length, and the average evidence length measured in characters.

Table 1
Development set statistics

Claim Class Quantity Avg. Evidence Length

True claims 30 4756
False claims 299 3495
Conflicting claims 48 5161

Total 377

4. Method

From each entry of the development dataset, we extracted: the claim, the doc (the document containing
the associated evidence) and the label.

Our proposed approach is based on the use of large language models (LLM), which were employed in
two different ways: (1) as a classifier, assigning a label to each claim based on the available evidence,
and (2) as an evidence retriever, for identifying relevant fragments within the document that are later
used to support, refute, or indicate conflict regarding the claim.

Both approaches were configured under two different inference schemes: zero-shot, in which the
model performs the task without having received prior examples during the interaction, and few-shot,
where representative examples are provided within the prompt to guide its behavior and attempt to
improve accuracy in classification or evidence extraction.

The following section provides a detailed description of both stages of the approach.

4.1. Claim classifier

In this first approach, the LLM was instructed to act as an automatic claim classifier. Its goal was to
analyze each claim along with its associated evidence and assign a veracity label based on the provided
content. The instructions used are shown below:
You a r e an a s s i s t a n t f o c u s e d on f a c t v e r i f i c a t i o n i n v o l v i n g n u m e r i c a l c l a i m s and te m po r a l e x p r e s s i o n s .
Your r o l e i s t o c l a s s i f y the t r u t h f u l n e s s o f each c l a i m based on the e v i d e n c e p r o v i d e d .
Numer ica l c l a i m s a r e d e f i n e d as t h o s e r e q u i r i n g v a l i d a t i o n o f e x p l i c i t or i m p l i c i t q u a n t i t a t i v e or t e mp o ra l d e t a i l s .



You w i l l r e c e i v e d a t a i n JSON format . Each i n s t a n c e w i l l i n c l u d e :

− a c l a i m ( the s t a t e m e n t t o v e r i f y ) ,
− and an e v i d e n c e ( the s u p p o r t i n g or c o n t r a d i c t i n g i n f o r m a t i o n ) ,

You must a n a l y z e the e v i d e n c e and a s s i g n one o f the f o l l o w i n g l a b e l s t o the c l a i m :

− True
− F a l s e
− C o n f l i c t i n g

Only respond with the l a b e l . No a d d i t i o n a l e x p l a n a t i o n i s r e q u i r e d .

In the case of the few-shot approach, the same base instructions as in the zero-shot scenario were
used, but labeled examples were added to the prompt in order to guide the model in the task. To do this,
the following instruction was included:
You w i l l f i r s t r e c e i v e a few l a b e l e d examples . Use t h e s e examples as gu idance t o d e t e r m i n e the c o r r e c t l a b e l f o r the

f o l l o w i n g u n l a b e l e d i n s t a n c e s . Examples :

Following this instruction, an example of a claim with its corresponding evidence and label was
included for each of the possible classes (True, False, and Conflicting). These examples were intended
to illustrate both the expected format and the necessary criteria for the model to perform a coherent
classification aligned with the task. It is worth noting that, in order to identify the examples to be used,
a manual curation was carried out to obtain representative examples.

4.2. Relevant evidence retriever

In a second approach, the LLM was instructed as an evidence retriever, with the goal of identifying
relevant fragments within the document that could later be used in the classification of the claim.
Specifically, the model was asked to extract three sentences from the doc field, assigning each one a
label indicating its relation to the claim (True, False, or Conflicting), depending on whether the sentence
supports, contradicts, or shows ambiguity with respect to the claim. The instructions used for the
zero-shot case are provided below:
You a r e an a s s i s t a n t f o c u s e d on f a c t v e r i f i c a t i o n i n v o l v i n g n u m e r i c a l c l a i m s and te m po r a l e x p r e s s i o n s . Your r o l e i s t o

a n a l y z e the p r o v i d e d e v i d e n c e based on the g iven c l a i m and r e t u r n t h r e e s e n t e n c e s from the e v i d e n c e t h a t a r e r e l a t e d t o
the c l a i m . You w i l l r e c e i v e d a t a i n JSON format . Each i n s t a n c e w i l l i n c l u d e : a c l a i m ( the s t a t e m e n t t o v e r i f y ) , and an
e v i d e n c e ( c o n t a i n s i n f o r m a t i o n r e l a t e d t o the c l a i m ) . You must a n a l y z e the e v i d e n c e i n r e l a t i o n t o the c l a i m and s e l e c t
up t o t h r e e s e n t e n c e s . For each s e l e c t e d sen tence , you must d e t e r m i n e i f i t s u p p o r t s ( " True " ) , i f i t c o n t r a d i c t s ( "
F a l s e " ) or i f t h e r e i s s u s p i c i o n about the t r u t h f u l n e s s o f the c l a i m ( " C o n f l i c t i n g " ) . Your r e s p o n s e must be i n JSON
format , with a l i s t o f d i c t i o n a r i e s . Each d i c t i o n a r y shou ld have the f o l l o w i n g keys : " s e n t e n c e " : the e x t r a c t e d s e n t e n c e
from the ev idence , " v e r d i c t " : " True " i f the s e n t e n c e s u p p o r t s the c la im , " F a l s e " i f i t c o n t r a d i c t s the c l a i m or "
C o n f l i c t i n g " i f t h e r e i s s u s p i c i o n about the t r u t h f u l n e s s o f the c l a i m . The JSON shou ld have the f o l l o w i n g s t r u c t u r e :
[ { " s e n t e n c e " : " a s e n t e n c e " , " v e r d i c t " : " True " } , { " s e n t e n c e " : " a n o t h e r s e n t e n c e " , " v e r d i c t " : " F a l s e " } , { " s e n t e n c e " : " y e t
a n o t h e r s e n t e n c e " , " v e r d i c t " : " True " } ] You shou ld s e l e c t a t most t h r e e s e n t e n c e s . I f fewer than t h r e e r e l e v a n t s e n t e n c e s

a r e found , r e t u r n only the s e n t e n c e s found . Only respond with the JSON o u t p u t . No a d d i t i o n a l e x p l a n a t i o n i s r e q u i r e d .

In the case of the few-shot approach, the same base instructions as in the zero-shot scenario were
used, but labeled examples were added to the prompt in order to guide the model in the task. To do this,
the following instruction was included:
Here a r e some examples . Use t h e s e examples as a gu ide t o g e t the c o r r e c t s e n t e n c e s .

Once the relevant sentences were obtained, the following logic was applied to determine the final
label of the claim:

• If at least one of the sentences was labeled as Conflicting, the claim was classified as Conflicting.
• In the absence of Conflicting sentences, if at least one sentence was labeled as False, the claim

was classified as False.
• If all the sentences were labeled as True, the claim was classified as True.
• In cases where the retriever failed to identify relevant fragments and therefore returned no

sentences, the claim was classified as False by default.

In this work, we adopted this heuristic under the assumption that the absence of relevant evidence
suggests that the claim is false. If a claim were true or conflicting, it is likely that verifiable information
associated with it would exist in the document corpus. Therefore, a complete lack of retrieved evidence
could lead us to conclude that the claim is false in this context. It is possible that there are cases in



which no evidence exists—either because the evidence retriever failed to find the relevant evidence
or because such evidence simply does not exist. In either case, a default class must be chosen at the
time of classification. We acknowledge that an alternative could be to classify these cases as “not
enough information for a verdict,” however, this class is not used in the current system. It is clear that
this heuristic may introduce bias toward the False class. Nevertheless, introducing a new class like
NOT ENOUGH INFO could also introduce bias toward that class, since the classification stage strongly
depends on the evidence retrieval stage.

4.2.1. Use of evidence provided by the organizers

The organizers provided a file containing the claims along with the 100 most relevant pieces of evidence
retrieved from the corpus using the BM25 algorithm. Each entry in the file had the following structure:

1 {
2 "doc_id": [list of document identifiers],
3 "scores": [list of scores associated with each selected evidence],
4 "query_id": "claim identifier number",
5 "claim": "claim",
6 "docs": [list of corresponding evidence]
7 }

For the experiments, the five pieces of evidence with the highest scores were selected for each claim.
These pieces of evidence were concatenated into a single text, which served as the input document (doc).
This document, along with the corresponding claim, was sent to the assistant to assign the veracity
label or to extract the most relevant evidence.

5. Previous Experiments on Fact Checking

Before addressing Task 3 of the CheckThat! 2025 challenge — Fact-Checking of Numerical Claims — ,
we ran preliminary experiments using the dataset from the CheckThat! 2024 Rumor Verification task
[8]. The goal of this task was to explore information retrieval techniques and select the most suitable
one as the relevant evidence retriever.

We conducted a comprehensive evaluation of a wide range of retrieval techniques, grouped into
three main categories:

• Traditional statistical techniques [9, 10, 11, 12, 13, 14, 15, 16]:
BM25, BM25PLUS, BM25-OKAPI, BM25+PL2, BM25LARGE, PL2, TF-IDF, DPH, DPH+PL2, DLH,
LEMUR, HIEMSTRA, DFIZ, DFIC, DFR-BM25.

• Embedding-based models [17, 18, 19] :
OpenAI : text-embedding-3-large, text-embedding-3-small.
Gemini: text-embedding-005-FACT-VERIFICATION, text-embedding-005-SEMANTIC-
SIMILARITY, text-embedding-005-RETRIEVAL-DOCUMENT.
SBERT : SBERT-all-MiniLM-L6-v3.

• Large Language Models (LLMs) used as semantic retrievers [20, 21, 22, 23]:
GPT-4o: gpt-4o-2024-08-06, gpt-4o-mini-2024-07-18.
Qwen: qwen2.5-72b.
LLAMA: LLAMA3.2LARGE.
Deepseek: deepseek-llm-67b.

These techniques were evaluated on the CheckThat! 2024 development set, which contains 32 rumors,
using Recall@5 (R@5) [24] which measures the model’s ability to retrieve at least one relevant document
among the top 5 results and Mean Average Precision (MAP) which measures the model’s ability to



Table 2
Performance comparison of retrievers on Recall@5 and MAP. Results ordered by MAP

Retriever Label R@5 MAP Type

GPT-4o-2024-08-06 0.940 0.918 LLM
QWEN2.5-72b 0.791 0.787 LLM
GPT-4o-mini-2024-07-18 0.747 0.747 LLM
OPENAI-text-embedding-3-large 0.800 0.731 Embedding
GEMINI-text-embedding-005-fact-verification 0.769 0.695 Embedding
GEMINI-text-embedding-005-semantic-similarity 0.736 0.685 Embedding
DFIZ 0.717 0.680 Stat
DPH 0.715 0.676 Stat
OPENAI-text-embedding-3-small 0.747 0.674 Embedding
GEMINI-text-embedding-005-retrieval-document 0.750 0.670 Embedding
DLH 0.717 0.662 Stat
BM25+PL2 0.708 0.658 Stat
DPH+PL2 0.708 0.658 Stat
PL2 0.708 0.658 Stat
LEMUR 0.706 0.658 Stat
HIEMSTRA 0.708 0.657 Stat
DFIC 0.708 0.647 Stat
SBERT-all-MiniLM-L6-v3 0.686 0.646 Embedding
DFR_BM25 0.653 0.644 Stat
BM25 0.653 0.644 Stat
BM25PLUS 0.732 0.599 Stat
TFIDF 0.669 0.593 Stat
BM25-OKAPI 0.697 0.578 Stat
BM25LARGE 0.671 0.545 Stat
LLAMA3.2LARGE 0.344 0.282 LLM
DEEPSEEK-llm-67b 0.465 0.273 LLM

rank relevant documents higher across the entire result list as evaluation metrics. The key results are
summarized in Table 2. Bellow we draw some conclusions from these results.

LLMs as Retrievers. Large Language Models (LLMs) demonstrated a remarkable improvement
in semantic retrieval capabilities. Notably, GPT-4o-2024-08-06 achieved the best overall performance,
with R@5=0.940 and MAP=0.918, significantly outperforming all other techniques. This performance
indicates a deep semantic understanding of claims and an outstanding ability to locate relevant evidence,
even when it is expressed implicitly or through paraphrasing. Other LLMs, such as Qwen 2.5-72B and
GPT-4o-mini, also delivered strong results (MAP > 0.74), albeit with slightly lower recall. In contrast,
models like DeepSeek-67B and LLAMA3.2 Large showed significantly lower performance, possibly due
to limitations in their training or in how they represent truthfulness or evidential relations in retrieval
tasks.

Embedding-based Models. Pretrained embedding models offered an interesting balance between
efficiency and quality. The OpenAI text-embedding-3-large model achieved notable results
(R@5=0.800, MAP=0.731), approaching the performance of some LLMs while maintaining a lower
computational cost. Within this category, Gemini-FACT_VERIFICATION remained competitive (MAP
= 0.695), confirming its suitability for contextual verification tasks. SBERT also yielded acceptable
results considering its lightweight nature.

Traditional Statistical Techniques. While often considered baselines, traditional statistical re-
trieval methods such as BM25, PL2, TF-IDF, and DFR variants demonstrated surprisingly competi-
tive performance, particularly when evaluating MAP. Notably, DFIZ achieved a MAP of 0.680 and
DPH reached 0.676, both comparable to modern embedding models such as GEMINI-fact-verification
(MAP=0.695), GEMINI-semantic-similarity (MAP=0.685), and OpenAI-embedding-3-small (MAP=0.674).
In fact, DFIZ and DPH outperformed other embedding-based retrievers like GEMINI-retrieval-document



(MAP=0.670), showing that statistical methods can still offer strong baseline performance under the right
conditions. These results suggest that, despite lacking semantic understanding, term-frequency-based
approaches remain viable for certain fact-checking tasks—particularly when the evidence is lexically
similar to the claim. Their lower computational cost and strong MAP scores make them attractive for
large-scale or resource-constrained settings.

6. Checkthat 2025 Results

To address Task 3 of the CheckThat! 2025 Lab, which consists in verifying numerical and temporal
claims in Spanish, we implemented and evaluated two distinct pipelines using the gpt-4o-2024-08-06
model. This model was selected based on its outstanding retrieval performance in the preliminary
experiments (MAP = 0.918, R@5 = 0.940), as shown in Section 5.

We explored two main strategies:

• Direct classifier: a single-stage prompt that directly predicts the veracity label (True, False, or
Conflicting) given the claim and evidence.

• Evidence collection + classification: a two-stage pipeline where evidence is first retrieved
using a semantic retriever (top-5 from BM25 preselection), and then the claim is classified based
on this curated evidence.

Each strategy was evaluated using two prompting approaches:

• Zero-shot: the LLM receives only the task instruction.
• Few-shot: the LLM is provided with a small number of labeled examples before prediction.

The experiments were carried out using the OpenAI assistant configuration, with a top p value
set to 1 and a temperature of 0.01. This setup minimizes the randomness of the generated responses,
making the model highly deterministic by prioritizing the most probable tokens at each step, while still
considering the full probability distribution due to the top-p value of 1.

We report macro-averaged F1 [25] score on the official Spanish development set. The results are
summarized in Table 3. This metric was selected as it aligns with the official evaluation criteria used by
the competition organizers, ensuring consistency and comparability with the leaderboard results.

Table 3
Macro F1 scores for each classification approach and prompting configuration.

Strategy Prompt Type Model Macro-F1

Direct classifier Zero-shot gpt-4o 0.349
Direct classifier Few-shot gpt-4o 0.621
Evidence + classifier Zero-shot gpt-4o 0.509
Evidence + classifier Few-shot gpt-4o 0.672

The few-shot evidence+classifier pipeline yielded the best result (F1 = 0.672), indicating that combining
relevant evidence selection with prompting examples significantly improves performance. In contrast,
the zero-shot direct classification approach underperformed, achieving only F1 = 0.349, highlighting
the importance of both evidence quality and task-specific guidance.

6.1. Checkthat Submission Results

In the Checkthat 2025 Lab, we participated in Task 3 (Fact-Checking Numerical Claims) for the Spanish
dataset. According to the competition rules, teams were allowed to submit only one final run for
evaluation on the official test set.

Based on our validation results (see Table 3), we selected the Evidence + classifier strategy with
few-shot prompting using the gpt-4o-2024-08-06 model, as it achieved the best macro F1 (0.672)
on the development set.



The final submission was evaluated by the organizers using macro-averaged F1, as well as class-
specific F1 scores.

Table 4
ChechThat! 2025 Task 3 official test set results (Spanish).

Team Macro F1 True F1 Conflicting F1 False F1

tsdlovehta 0.5034 0.3086 0.2707 0.9309
helenpy 0.3668 0.1729 0.0478 0.8797
UCOM_UNAM_PLN (ours) 0.3595 0.1853 0.1490 0.7443
Mohamed_Abdallah 0.2441 0.1694 0.1418 0.4211

Our approach achieved the third-best macro F1 score (0.3595) in the official CheckThat! 2025 Task 3
evaluation for Spanish (see Table 4). While not leading in overall ranking, our model demonstrated
particularly strong performance in identifying False claims, with an F1 score of 0.7443, indicating a
reliable ability to detect and reject incorrect numerical or temporal assertions. However, the F1 scores
for the True (0.1853) and Conflicting (0.1490) labels were significantly lower on the test dataset.
This disparity in class-wise performance suggests a particular challenge in distinguishing and handling
claims that are not clearly "False", an aspect we address in more detail in the limitations and future
perspectives of this work.

7. Limitations of the Approach

Despite the promising results obtained by the proposed pipeline, several limitations must be acknowl-
edged. The computational cost associated with using large language models like gpt-4o could be
a practical limitation for large-scale deployments or resource-constrained environments, despite the
observed performance gains. This limitation highlights the need to explore smaller models in future
work.

Furthermore, the effectiveness of the LLM-based components, particularly in the few-shot configu-
ration, relies heavily on the quality and representativeness of the examples provided; poorly chosen
examples can lead to suboptimal classifications or evidence extraction. The classification is highly
dependent on the evidence retrieved; in cases where relevant evidence is not retrieved by BM25, the
system may fail to properly assess the claim’s veracity.

A crucial limitation that explains the lower F1 scores for the "True" and "Conflicting" labels lies
in the classification heuristic applied. When the evidence retriever identifies relevant sentences, the
current logic assigns specific priority to the verdicts of the extracted sentences. If at least one sentence
is "Conflicting", the claim is classified as "Conflicting". In the absence of "Conflicting" sentences, if at
least one sentence is "False", the claim is classified as "False". Only if all sentences are "True" is the claim
classified as "True". This precedence implies that if sentences with both "True" and "False" verdicts are
retrieved simultaneously (i.e., contradictions exist among the relevant sentences) and no sentence is
explicitly labeled as "Conflicting" by the LLM, the system tends to classify the claim as "False" due to
the priority given to the "False" verdict. This may result in the failure of identification of "Conflicting"
or even "True" claims when the retrieved evidence is not uniformly positive.

Likewise, in cases where the retriever failed to identify relevant fragments and therefore returned no
sentences, the claim was classified as False by default. This heuristic, adopted under the assumption that
the absence of verifiable evidence suggests the claim is false in this context, further biases the system
toward the "False" classification, contributing to the poor performance in the "True" and "Conflicting"
categories and potentially reducing the overall robustness of the classification.



8. Conclusion and Perspectives for Future Work

This paper presented an effective two-step architecture for numerical fact-checking, leveraging the
power of large language models within a hybrid pipeline. Our approach, combining semantic evidence
retrieval with a few-shot classification strategy using the gpt-4o-2024-08-06 model, achieved a
competitive macro F1 score (0.3595) and ranked third in the CheckThat! 2025 Task 3 official test set
for the Spanish dataset [1]. The results underscore the significant impact of evidence quality and
task-specific guidance through few-shot prompting on fact verification performance.

For future work, several promising avenues remain open for exploration. One potential direction is
to investigate alternative evidence retrieval strategies, including the full implementation and evaluation
of embedding-based retrieval methods using dedicated performance metrics. Such approaches could
enrich the initial evidence pool and potentially lead to improved overall system performance.

In addition, to more effectively address the identified limitations in the classification of "True" and
"Conflicting" claims, there is a need to improve the classification heuristic. Specifically, we will explore
a more sophisticated logic to handle situations where the retrieved sentences present contradictions
(e.g., a mix of "True" and "False" verdicts without an explicitly "Conflicting" sentence). The goal is to
ensure that such cases are more accurately classified as "Conflicting", better reflecting the inherent
ambiguity of contradictory evidence.

Finally, given the computational cost and scalability limitations of large models like GPT-4o, exploring
the potential of smaller language models is identified as a priority for future work. This line of research
will include both a comparative evaluation and the application of fine-tuning techniques specifically
tailored to fact-checking tasks.

Fine-tuning lighter models will significantly reduce deployment costs and also open up the possibility
of training models to capture complex semantic nuances. For example, in situations where all retrieved
evidence appears to be "True" or "False", but the claim contains a subtlety that requires a "Conflicting"
classification, a properly fine-tuned model could learn to recognize these patterns beyond traditional
heuristic rules. By incorporating such subtleties into supervised training, we expect to enhance the
system’s ability to produce more accurate and robust judgments.

These future work directions are considered fundamental steps to increase both the technical viability
and the practical applicability of the proposed architecture, especially in contexts where efficiency is
required without sacrificing accuracy.
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