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Abstract
Agentic Retrieval Augmented Generation (RAG) and ’deep research’ systems aim to enable autonomous search
processes where Large Language Models (LLMs) iteratively refine outputs. However, applying these systems to
domain-specific professional search, such as biomedical research, presents challenges, as automated systems may
reduce user involvement and misalign with expert information needs. Professional search tasks often demand
high levels of user expertise and transparency. The BioASQ CLEF 2025 challenge, using expert-formulated
questions, can serve as a platform to study these issues. We explored the performance of current reasoning and
nonreasoning LLMs like Gemini-Flash 2.0, o3-mini, o4-mini and DeepSeek-R1. A key aspect of our methodology
was a self-feedback mechanism where LLMs generated, evaluated, and then refined their outputs for query
expansion and for multiple answer types (yes/no, factoid, list, ideal). We investigated whether this iterative
self-correction improves performance and if reasoning models are more capable of generating useful feedback.
Preliminary results indicate varied performance for the self-feedback strategy across models and tasks. This work
offers insights into LLM self-correction and informs future work on comparing the effectiveness of LLM-generated
feedback with direct human expert input in these search systems.
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1. Introduction

Large Language Models (LLMs) are increasingly deployed in generative search engines that are embedded
and offered through AI services such as ChatGPT or Microsoft Copilot. These systems are advertised
and used to solve complex, often work-related tasks [1, 2]. Their newly introduced "deep research"12

modes extend generative search by automating iterative, multistep information discovery to produce
extensive reports. Tools like Elicit3 demonstrate how similar approaches can be tailored specifically for
professional search tasks, including technology-assisted systematic literature reviews [3]. However,
these professional search scenarios typically require significant user expertise and system transparency
[4, 5]. But current LLM limitations, such as the potential for generating unsupported statements
[6], present challenges, especially when direct expert oversight is reduced through the promise of
automation [7].

In this study, we evaluate the performance of current reasoning and non-reasoning LLMs in retrieving
relevant biomedical information and answering expert-formulated questions. Specifically, we investigate
whether these models can leverage iterative self-feedback mechanisms to enhance their query expansion
and response quality.
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1.1. BioASQ Challenge

The BioASQ challenge provides a long-running platform for evaluating systems on large-scale biomed-
ical semantic indexing and question answering [8]. Participants are tasked with retrieving relevant
documents and snippets from biomedical literature (PubMed4) and generating precise answers to expert-
formulated questions, which can be in yes/no, factoid, list, or ideal summary formats. The structured,
domain-specific nature of the BioASQ challenge makes it especially suitable for assessing advanced
RAG methods for expert information needs.

1.2. Our Contribution

Our team has participated in previous iterations of the BioASQ challenge, examining the performance
of various commercial and open-source LLMs, the impact of few-shot learning, and the effects of
additional context from knowledge bases [9, 10]. In this year’s challenge (CLEF 2025), we continued
our participation across Task A (document and snippet retrieval), Task A+ (Q&A with own retrieved
documents), and Task B (Q&A with retrieved and gold documents). Our primary investigation centered
on the effectiveness of a self-feedback loop implemented with current LLMs, including Gemini-Flash
2.0, o3-mini, o4-mini, and DeepSeek Reasoner, to evaluate if models can improve their own generated
query expansions and answers through self-critique.

2. Related Work

This work builds upon recent advancements in Large Language Models (LLMs), few-shot and zero-shot
learning, Retrieval Augmented Generation (RAG), and their applications to professional search.

2.1. Large Language Models

The field of Natural Language Processing (NLP) has been significantly advanced by Large Language
Models, mostly based on the transformer architecture [11]. Early influential models like BERT (Bidirec-
tional Encoder Representations from Transformers) [12] demonstrated the power of pre-training on
large text corpora. Parallel developments led to autoregressive models such as the GPT (Generative
Pre-trained Transformer) series [13, 14]. The capabilities of these models were further improved through
techniques like Reinforcement Learning from Human Feedback (RLHF), which helps align LLM outputs
with human preferences and instructions, making them better at following prompts [15].

Recent months have seen the emergence of numerous so-called reasoning models from various
developers, including Google’s Gemini 2.55, OpenAI’s o16 to o4-mini model series and models like
DeepSeek R1 [16]. These models build on the idea of Chain of Thought (CoT) prompting [17] that
showed that models perform better when they are prompted to generate additional tokens in their output
that mimic reasoning or thinking steps. Fine-tuning models for this reasoning process and therefore
enabling variable scaling of test-time compute [18] enabled further advances in model performance on
popular benchmarks. Reinforcement learning on math and coding related datasets called Reinforcement
Learning with Verifiable Reward (RLVR) [19] seems to be a current approach to enable models to find
useful reasoning strategies.

Our work uses several of these current reasoning and non-reasoning models to compare their
performance in a biomedical RAG setting and to see if these reasoning models are better at generating
self-feedback.

4https://pubmed.ncbi.nlm.nih.gov/download/#annual-baseline
5https://web.archive.org/web/20250518193243/https://blog.google/technology/google-deepmind/
gemini-model-thinking-updates-march-2025/

6https://web.archive.org/web/20250518101415/https://openai.com/index/learning-to-reason-with-llms/
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2.2. Few and Zero-Shot Learning

A key characteristic of modern LLMs is their ability to perform tasks with minimal or no task-specific
training data, often referred to as In-Context Learning (ICL). Few-shot learning allows LLMs to learn
a new task by conditioning on a few input-output examples provided directly in the prompt. This
approach removes the need for extensive, curated training datasets, a concept popularized by models
like GPT-3 [14]. Zero-shot learning takes this further, enabling LLMs to perform tasks based solely
on a natural language description or a direct question, without any preceding examples.

Our previous work has demonstrated the competitive performance of both zero-shot and few-shot
approaches in the BioASQ challenge [9, 10]. These techniques are fundamental to the prompting
strategies used in our current experiments, forming the basis for initial query/answer generation before
any self-feedback loop.

2.3. Retrieval Augmented Generation (RAG)

Retrieval Augmented Generation (RAG) combines the generative capabilities of LLMs with information
retrieved from external knowledge sources [20]. This approach aims to ground LLM responses in factual
data, thereby reducing the likelihood of hallucinations and improving the reliability and verifiability of
generated content [21]. A typical RAG pipeline involves a retriever that fetches relevant documents
or snippets, and a generator LLM that synthesizes an answer based on the prompt and the retrieved
context. The BioASQ challenge itself can be considered an example of a RAG setup in a specialized
domain.

The RAG concept is evolving towards more dynamic and autonomous systems, sometimes termed
Agentic RAG or ’deep research’ systems [22]. One of the first of such systems was WebGPT a fine-tuned
version of GPT-3 published by a team at OpenAI in 2021 [23]. It took OpenAI another 3 years7 to roll
out a similar system to their ChatGPT user base 8. Their newest models, o3 and o4-mini are trained via
reinforcement learning to decide autonomously when and how long to search among using other tools
9. These advanced systems may involve LLM-powered agents performing multistep retrieval, reasoning
over the retrieved information, and iteratively refining their outputs or search strategies. The deep
research modes offered by both OpenAI and Google take these concepts even further and let the models
search for over 5 minutes through up to hundreds of websites before synthesizing a multipage report.

Our test of a self-feedback mechanism, where an LLM critiques and revises its own generated queries
and answers, is intended to analyze the abilities of off the shelf LLMs on such tasks. In future work,
we plan to switch out the LLM generated feedback with feedback from human experts to compare the
effectiveness of human and AI guided search processes.

2.4. Professional Search

Professional search refers to information seeking conducted in a work-related context, often by special-
ists who require high precision, control, and the ability to formulate complex queries [4, 24]. Domains
such as biomedical research demand robust evidence-based answers, making transparency and the
ability to trace information back to source documents crucial [25]. LLMs are increasingly being explored
for professional search applications, offering potential benefits like advanced query understanding and
generation of evidence-based summaries [3]. However, challenges such as LLM hallucinations and the
need to align with expert workflows remain significant.

Our previous work, the BioRAGent system, has focused on making LLM-driven RAG accessible and
transparent for biomedical question answering, enabling users to review and customize generated
boolean queries in the search process [26]. This study builds upon this work by exploring the impact
of generated critical feedback on query generation and answer generation, which will be compared
against human feedback in future work.

7https://web.archive.org/web/20250516083609/https://openai.com/index/webgpt/
8https://web.archive.org/web/20250511211101/https://openai.com/index/introducing-chatgpt-search/
9https://web.archive.org/web/20250514114152/https://openai.com/index/introducing-o3-and-o4-mini/
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3. Methodology

We evaluated several Large Language Models (LLMs) in the context of the BioASQ CLEF 2025 Challenge,
specifically in Task 12 B, which is structured into Phase A (retrieval), Phase A+ (Q&A based on retrieved
snippets), and Phase B (Q&A based on additional gold-standard snippets).

3.1. Models

The models used were grouped into two categories:

• Non-reasoning models:
– Gemini Flash 2.0
– Gemini 2.5 Flash (used without explicit reasoning mode)

• Reasoning models:
– o3-mini
– o4-mini (introduced mid-challenge and used in later batches)
– DeepSeek Reasoner (initially used but replaced due to slow API)

3.2. Task 12 B Experimental Setup

We participated in all four batches of Task 13 B and submitted several systems under different con-
figurations. Each batch comprised five runs, covering combinations of baseline prompting, feedback-
augmented prompting, and few-shot learning (10-shot).

3.2.1. Phase A: Document and Snippet Retrieval

Each model configuration involved one of the following strategies:

• Baseline: Direct prompt-based query generation without iteration.
• Feedback (FB): Prompt refinement using self-generated feedback.
• Few-shot: Prompting the model with 10 examples of successful queries.

UR-IW-1 and UR-IW-3 are paired for comparison, both using the same non-reasoning model (Gemini)
with and without feedback, respectively. Similarly, UR-IW-2 and UR-IW-4 form a second pair using a
reasoning model with and without feedback. While UR-IW-5 is always configured as a non-reasoning
few-shot baseline.

The following table summarizes the configurations for Phase A across all four batches:

Table 1
Overview of Phase A configurations. UR-IW-1/3 compare non-reasoning models with and without feedback,
UR-IW-2/4 compare reasoning models. FB = Feedback. UR-IW-5 10-shot baseline.

Batch UR-IW-1 UR-IW-2 UR-IW-3 UR-IW-4 UR-IW-5
1 Gemini 2.0 DeepSeek Gemini 2.0 + FB DeepSeek + FB Gemini 2.0 + 10-shot
2 Gemini 2.0 o3-mini Gemini 2.0 + FB o3-mini + FB Gemini 2.0 + 10-shot
3 Gemini 2.0 o4-mini Gemini 2.0 + FB o4-mini + FB Gemini 2.5 + 10-shot
4 Gemini 2.0 o4-mini Gemini 2.0 + FB o4-mini + FB Gemini 2.5 + 10-shot

The non-feedback and few-shot approaches were mostly identical to our last years’ participation,
feedback in phase-A was only used for the query generation and refinement step. The top 10 results
from the initial query were passed on to the feedback generating model as additional context. For
snippet extraction and reranking no feedback was used.



3.2.2. Phase A+ and Phase B: Answer Generation

The system configurations used for Phase A+ and Phase B were similar to those of Phase A. However,
the source of contextual snippets to ground the answer generation differed:

• Phase A+: Used the top-20 snippets retrieved by the corresponding model in Phase A.
• Phase B: Used a merged set combining the top-20 retrieved snippets from Phase A and the

gold-standard snippets provided by the organizers.

As in Phase A, UR-IW-1/3 and UR-IW-2/4 are grouped to compare feedback vs. non-feedback
performance for non-reasoning and reasoning models, respectively. UR-IW-5 serves as a consistent
few-shot baseline using non-reasoning models.

Table 2
Phase A+ and Phase B configurations. Identical setups used across both phases, with differing snippet inputs.
UR-IW-1/3 compare non-reasoning models with and without feedback, UR-IW-2/4 compare reasoning models,
and UR-IW-5 is a non-reasoning 10-shot baseline.

Batch UR-IW-1 UR-IW-2 UR-IW-3 UR-IW-4 UR-IW-5
1 Gemini 2.0 o3-mini Gemini 2.0 + FB o3-mini + FB Gemini 2.0 + 10-shot
2 Gemini 2.0 o3-mini Gemini 2.0 + FB o3-mini + FB Gemini 2.0 + 10-shot
3 Gemini 2.0 o4-mini Gemini 2.0 + FB o4-mini + FB Gemini 2.0 + 10-shot
4 Gemini 2.0 o4-mini Gemini 2.0 + FB o4-mini + FB Gemini 2.0 + 10-shot

The non-feedback and few-shot approaches were again mostly identical to our previous year’s partic-
ipation. For feedback-enhanced runs (UR-IW-3 and UR-IW-4), an additional feedback and refinement
step was introduced between draft and final answers. This mechanism relied on task-specific feedback
prompts followed by a final revision prompt.

The feedback prompts varied by answer type and were designed to elicit critical evaluation from the
model:

• Yes/No questions: “Evaluate the draft answer (’yes’ or ’no’) against the provided snippets and the
question. Indicate explicitly if it should change, with brief reasoning.”

• Factoid questions: “Evaluate the draft JSON entity list answer against the provided snippets and
the question. Clearly suggest corrections, removals, or additions.”

• List questions: Same as factoid prompt.
• Ideal answer (summary): “Evaluate the provided summary answer for accuracy, clarity, and

completeness against the provided snippets and the question. Clearly suggest improvements.”

The generated feedback was then injected into a fixed refinement prompt to guide the model toward
a final improved answer:

Expert Feedback: {feedback_response}
Revise and provide the final improved answer strictly following the
original instructions.

This two-step feedback-refinement process aimed to simulate expert review and enforce more robust
quality control over generated answers.

3.3. Technical Implementation

All pipelines were implemented using Python notebooks and the OpenAI, Google and DeepSeek APIs.
Query expansion used the query_string syntax of Elasticsearch. The PubMed annual baseline of
2024 was indexed (title, abstract only) on an Elasticsearch index using the standard English analyzer.
Snippet extraction and reranking were performed via LLM prompts. Code and notebooks are publicly
available on GitHub10 to ensure full reproducibility.
10https://github.com/SamyAteia/bioasq2025

https://github.com/SamyAteia/bioasq2025


4. Results

As the final results of the BioASQ 2025 Challenge are still being rated by experts and won’t be released
before September, we can only report on the preliminary results published on the BioASQ website.
We participated in Task A (document and snippet retrieval), Task A+ (question answering with own
retrieved documents), and Task B (question answering with gold standard documents). The experiments
were designed to evaluate the efficacy of different large language models (LLMs) and the impact of
self-generated feedback. All results are preliminary and subject to change following manual expert
evaluation.

4.1. Model Selection

We tested multiple of the current available models with different settings on a small subset of the
BioASQ training set [27] from last year, specifically the fourth batch of BioASQ 12 Task B Phase B.
These models included:

• deepseek-reasoner
• deepseek-chat
• gemini-2.5-pro-exp-02-05
• gemini-2.0-flash-thinking-exp-01-21
• gemini-2.0-pro-exp-02-05
• gemini-2.0-flash-lite
• gemini-2.0-flash
• claude-3-5-haiku-2024102
• claude-3-7-sonnet-20250219
• gpt-4.5-preview-2025-02-27
• o3-mini-2025-01-31
• gpt-4o-mini-2024-07-18

Table 3
Preliminary LLM Test Results Summary (best in bold)

Model Name Yes/No Macro F1 Factoid MRR List F-measure Ideal R2 F1
gpt-4o-mini-2024-07-18 0.911 0.544 0.531 0.308

gpt-4o-mini-self-feedback 0.833 0.544 0.530 0.307
gpt-4o-mini-o3-feedback 0.833 0.526 0.550 0.308

o3-mini-2025-01-31 0.917 0.605 0.541 0.278
gpt-4.5-preview-2025-02-27 0.957 0.675 0.546 0.398
claude-3-7-sonnet-20250219 0.878 0.658 0.540 0.277
claude-3-5-haiku-20241022 0.957 0.658 0.482 0.240

gemini-2.0-flash 0.954 0.684 0.539 0.471
gemini-2.0-flash 10-shot 0.917 0.632 0.572 0.566

gemini-2.0-flash-lite 0.911 0.632 0.588 0.480
gemini-2.0-pro-exp-02-05 0.841 0.605 0.360 0.294

gemini-2.0-flash-thinking-exp-01-21 0.871 0.675 0.584 0.361
gemini-2.5-pro-exp-02-05 0.841 0.605 0.360 0.294

deepseek-chat 0.862 0.596 0.559 0.329
deepseek-chat-new 0.911 0.632 0.544 0.282
deepseek-reasoner 0.957 0.553 0.544 0.208

Key observations from these preliminary tests include:
gemini-2.0-flash: Demonstrated strong performance across multiple metrics, particularly in

yesno_macro_f1 (0.954), and factoid_mrr (0.684), while being competitively priced.



deepseek-reasoner: Achieved high yesno_accuracy (0.962963) and yesno_macro_f1 (0.957075), com-
parable to gemini-2.0-flash, though with slightly lower performance in factoid and list question types
in these preliminary tests.

We decided to choose gemini-2.0-flash as the non-reasoning LLM and also for our 10-shot baseline, as
it was both competitive, fast and cheap. For the reasoning model we chose deepseek-reasoner because it
is an open-weight model, cheaper to use via the official API and competitive with the other alternative
reasoning models (o3-mini, gemini-2.0-flash-thinking).

4.2. Task A: Document and Snippet Retrieval

In Task A, systems were evaluated on their ability to retrieve relevant documents and snippets for given
biomedical questions. Our systems were compared against other participating systems, with the "Top
Competitor" representing the leading system in each batch.

Detailed preliminary result tables are available in Appendix A.

Document Retrieval: Across the four test batches, our systems demonstrated varied performance.

• Batch 1: UR-IW-5 (gemini flash 2.0 + 10-shot) was our top performer, ranking 22nd
with a MAP of 0.2865, compared to the Top Competitor’s MAP of 0.4246. Our other systems
followed, with UR-IW-4 (deepseek-reasoner + feedback) having the lowest MAP (0.1739)
among our submissions in this batch.

• Batch 2: UR-IW-5 again led our systems (25th, MAP 0.2634), with UR-IW-4 (o3-mini +
feedback) closely following (26th, MAP 0.2601). The Top Competitor achieved a MAP of
0.4425.

• Batch 3: UR-IW-5 (gemini-2.5-flash-preview + 10-shot) was our best system (24th,
MAP 0.1834). The Top Competitor’s MAP was 0.3236.

• Batch 4: UR-IW-5 (gemini-2.5-flash-preview + 10-shot) ranked 27th with a MAP of
0.0794, while the Top Competitor had a MAP of 0.1801.

Snippet Retrieval: Similar trends were observed in snippet retrieval performance.

• Batch 1: UR-IW-5 (gemini flash 2.0 + 10-shot) performed best among our systems (8th,
MAP 0.2768), with the Top Competitor achieving a MAP of 0.4535.

• Batch 2: UR-IW-5 again led our entries (12th, MAP 0.3080). The Top Competitor’s MAP was
0.5522.

• Batch 3: UR-IW-1 (gemini flash 2.0) and UR-IW-5 (gemini-2.5-flash-preview +
10-shot) were our strongest performers, ranking 15th (MAP 0.1534) and 18th (MAP 0.1488)
respectively. The Top Competitor had a MAP of 0.4322.

• Batch 4: UR-IW-5 (gemini-2.5-flash-preview + 10-shot) was our top system (18th,
MAP 0.0511). The Top Competitor achieved a MAP of 0.1634.

Generally, the 10-shot run with Gemini Flash 2.0 or 2.5 (UR-IW-5) tended to perform better in
document and snippet retrieval tasks compared to our other configurations. The impact of feedback on
retrieval tasks (UR-IW-3 and UR-IW-4) varied across batches and didn’t consistently outperform the
base models or the 10-shot variants in MAP scores.

4.3. Task A+: Question Answering (Own Retrieved Documents)

Task A+ required systems to answer questions based on the documents and snippets they retrieved in
Phase A.



Yes/No Questions:

• UR-IW-1 (gemini flash 2.0) and UR-IW-2 (o3-mini) often performed strongly. In Batch 1,
UR-IW-1, UR-IW-2 and UR-IW-4 (o3-mini + feedback) achieved perfect accuracy and Macro
F1 scores.

• UR-IW-5 (gemini flash 2.0 + 10-shot) achieved a perfect score in Batch 2.
• In Batch 4, UR-IW-2 (o4-mini) was our top performer (2nd, Macro F1 0.9097).
• The feedback mechanism (UR-IW-3, UR-IW-4) showed mixed results, sometimes improving (e.g.,

UR-IW-4 in Batch 3) and sometimes underperforming compared to non-feedback versions.

Factoid Questions:

• In Batch 1, UR-IW-2 (o3-mini) and UR-IW-5 (gemini flash 2.0 + 10-shot) were our best
systems (7th and 8th, MRR 0.3782 and 0.3750 respectively).

• UR-IW-4 (o3-mini + feedback) performed well in Batch 2 (2nd, MRR 0.5370).
• UR-IW-5 (gemini flash 2.0 + 10-shot) took the top position in Batch 4 with an MRR of

0.5606.
• Feedback versions (UR-IW-3, UR-IW-4) had variable performance. For example, UR-IW-3 (gemini
flash 2.0 + feedback) ranked 7th in Batch 3 (MRR 0.3100).

List Questions:

• Our systems achieved several top rankings in this category. In Batch 1, UR-IW-2 (o3-mini),
UR-IW-1 (gemini flash 2.0), UR-IW-5 (gemini flash 2.0 + 10-shot), and UR-IW-4
(o3-mini + feedback) secured the top 4 positions with F-Measures of 0.2567, 0.2411, 0.2395,
and 0.2357 respectively.

• In Batch 2, UR-IW-2 (o3-mini) was again a strong performer (2nd, F-Measure 0.3805).
• The effect of feedback and few-shot learning varied. For instance, in Batch 3, UR-IW-5 (gemini
flash 2.0 + 10-shot) ranked 13th (F-Measure 0.3618).

4.4. Task B: Question Answering (Gold Standard Documents)

Task B involved answering questions using additional gold standard documents and snippets.

Yes/No Questions:

• UR-IW-1 (gemini flash 2.0) and UR-IW-5 (gemini flash 2.0 + 10-shot) achieved
perfect scores in Batch 1.

• UR-IW-5 also achieved a perfect score in Batch 2.
• The feedback system UR-IW-4 (o3-mini + feedback or o4-mini + feedback) performed

well, often outperforming its non-feedback counterpart in later batches (e.g., UR-IW-4 in Batch 3
and Batch 4 with Macro F1 of 0.8706 and 0.9097 respectively).

Factoid Questions:

• UR-IW-3 (gemini flash 2.0 + feedback) was our best system in Batch 1 (17th, MRR
0.4821).

• In Batch 2, UR-IW-1 (gemini flash 2.0) performed strongly (11th, MRR 0.5926).
• UR-IW-4 (o4-mini + feedback) was our top performer in Batch 4 (6th, MRR 0.5909).
• The systems with feedback often showed competitive MRR scores, but overall the results were

mixed.



List Questions:

• UR-IW-4 (o3-mini + feedback or o4-mini + feedback) consistently performed well,
ranking 28th in Batch 1 (F-Measure 0.5069) and 28th in Batch 2 (F-Measure 0.5188).

• In Batch 3, UR-IW-5 (gemini flash 2.0 + 10-shot) and UR-IW-3 (gemini flash 2.0 +
feedback) were our leading systems.

• The results suggest that both few-shot prompting and feedback mechanisms can be beneficial,
though their relative effectiveness varied across batches.

5. Discussion and Future Work

Model Performance: Based on the initial model selection tests and the BioASQ task 13B results,
gemini-2.0-flash and its variants showed strong and consistent performance, particularly the
10-shot version (UR-IW-5) in retrieval tasks and Yes/No questions. o3-mini and o4-mini (UR-IW-2
and UR-IW-4 configurations) also proved to be competitive, especially in question answering tasks.
deepseek-reasoner was competitive, particularly in Task A, Batch 1. But due to the slow API we
were unable to complete runs with it in later batches, therefore opting for a proprietary replacement
(o3-mini, o4-mini).

Impact of Self-Generated Feedback: The motivation to explore self-generated feedback stemmed
from our ongoing research into comparing the impact of human expert feedback to LLM generated
feedback. In these BioASQ preliminary results, the impact of adding a feedback step (UR-IW-3 and
UR-IW-4 configurations) was mixed across all tasks and batches. For Task A (Retrieval), feedback con-
figurations did not consistently outperform the base models or 10-shot configurations in terms of MAP
scores. For Task A+ and Task B (Question Answering), feedback sometimes led to improvements.
For instance, in Task B Yes/No questions, UR-IW-4 (with feedback) often surpassed UR-IW-2 (without
feedback) in later batches. Similarly, in Task B Factoid questions, feedback systems showed competitive
MRR scores. However, there were also instances where feedback did not lead to better or even resulted
in worse performance compared to the base model or the few-shot model. The preliminary tests on
model selection also hinted that self-feedback might not always enhance performance for some base
models.

Few-Shot Learning vs. Feedback: The UR-IW-5 configurations, typically employing gemini
flash 2.0 + 10-shot or gemini-2.5-flash-preview + 10-shot, frequently emerged as
strong performers, especially in retrieval (Task A) and some question-answering sub-tasks (e.g., Task
A+ Factoid Batch 4, Task B Yes/No Batch 1). This suggests that providing a few examples is still a
successful way to guide these LLMs. When comparing Gemini Flash 2.0 base (UR-IW-1) with its
feedback version (UR-IW-3) and its 10-shot version (UR-IW-5), the 10-shot approach often had an edge,
particularly in retrieval.

Best Suited Models and Approaches:

• For retrieval tasks (Task A), gemini flash 2.0 + 10-shot (UR-IW-5) appeared to be the
most promising approach among our submissions.

• For Yes/No questions (Task A+ & B), gemini flash 2.0 (base and 10-shot) and
o3-mini/o4-mini (with and without feedback) all showed the ability to achieve high or perfect
scores.

• For Factoid questions (Task A+ & B), performance was more varied. o3-mini/o4-mini with
feedback (UR-IW-4) and gemini flash 2.0 + 10-shot (UR-IW-5) had good performances
in certain batches.



• For List questions (Task A+ & B), o3-mini (UR-IW-2) had particularly strong showings in
Task A+, Batch 1 and 2. In Task B, o3-mini/o4-mini with feedback (UR-IW-4) also performed
well.

The choice of "best" model and approach appears to be task-dependent. Few-shot learning with
gemini-2.0-flash seems broadly effective. The feedback mechanism shows potential but requires
further refinement to ensure consistent improvements across diverse tasks and models. The preliminary
test data indicated that gemini-2.0-flash had strong baseline factoid performance, which was
reflected in some of the task results.

These are preliminary observations, and a more in-depth analysis will be conducted once the final,
manually evaluated results are available. Future work will involve a more granular analysis of the
generated answers and the types of errors made by different models and approaches to refine our
strategies for future BioASQ challenges. The example code used for feedback and few-shot prompting
can be found online11.

6. Ethical Considerations

Even if the accuracy and reliability of LLM generated answers in RAG improve, they still tend to make
subtle errors or hallucinate information that is not supported by the source documents. These errors
can be especially difficult to catch when expert information needs such as the questions posed in the
BioASQ challenge are answered. The output of these systems should therefore not be used to inform
clinical decision-making without thorough expert oversight.

Another ethical issue is the environmental costs of complex multistep RAG systems. As each LLM call
is processed on GPU clusters with SOTA models having billions of parameters distributed over these
GPUs, every call produces considerably more co2 than a simple TF_IDF based search result ranking.

7. Conclusion

Overall, our feedback-based approach returned mixed results. There was no clear improvement over
the zero-shot baselines with the same models. The few-shot approach from last year’s participation that
we reused as a baseline this year, was, according to the preliminary results, still the most competitive
approach from our runs. It was also interesting to see that in our model selection test, the presumably
cheaper and smaller distilled models (Gemini flash) were achieving better results than their pricier and
presumably bigger counterparts (Gemini Pro) or the reasoning models (o3-mini, DeepSeek R1).

We will build on the introduced feedback approach in future work, comparing the impact of human
and LLM generated feedback on overall task performance in professional search [28]. We believe this
will be a valuable contribution to assess the performance of systems that foster human engagement vs.
systems that promise full automation.
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A. Detailed Preliminary Results

Table 4
Task 13 Phase A Document Retrieval

Batch Position System Precision Recall F-Measure MAP GMAP
Test batch 1 1 of 51 Top Competitor 0.1047 0.5043 0.1605 0.4246 0.0104
Test batch 1 22 of 51 UR-IW-5 0.1677 0.3471 0.2038 0.2865 0.0015
Test batch 1 26 of 51 UR-IW-1 0.1415 0.3194 0.1776 0.2527 0.0010
Test batch 1 29 of 51 UR-IW-2 0.1376 0.2941 0.1699 0.2272 0.0007
Test batch 1 32 of 51 UR-IW-3 0.1344 0.2547 0.1557 0.2064 0.0005
Test batch 1 34 of 51 UR-IW-4 0.0979 0.1892 0.1135 0.1739 0.0001
Test batch 2 1 of 41 Top Competitor 0.0976 0.5093 0.1546 0.4425 0.0096
Test batch 2 25 of 41 UR-IW-5 0.1930 0.3237 0.2088 0.2634 0.0011
Test batch 2 26 of 41 UR-IW-4 0.1575 0.3184 0.1820 0.2601 0.0009
Test batch 2 27 of 41 UR-IW-1 0.1643 0.2890 0.1855 0.2523 0.0008
Test batch 2 28 of 41 UR-IW-3 0.1742 0.3064 0.1996 0.2443 0.0008
Test batch 2 31 of 41 UR-IW-2 0.1181 0.2399 0.1335 0.1846 0.0005
Test batch 3 1 of 47 Top Competitor 0.0941 0.4228 0.1445 0.3236 0.0059
Test batch 3 24 of 47 UR-IW-5 0.1341 0.2507 0.1560 0.1834 0.0005
Test batch 3 27 of 47 UR-IW-1 0.1114 0.2283 0.1273 0.1615 0.0004
Test batch 3 30 of 47 UR-IW-3 0.0854 0.2086 0.1093 0.1456 0.0004
Test batch 3 31 of 47 UR-IW-2 0.0703 0.1588 0.0871 0.1187 0.0002
Test batch 3 36 of 47 UR-IW-4 0.0644 0.1490 0.0818 0.1043 0.0001
Test batch 4 1 of 79 Top Competitor 0.0600 0.2512 0.0927 0.1801 0.0008
Test batch 4 27 of 79 UR-IW-5 0.0427 0.1391 0.0632 0.0794 0.0002
Test batch 4 31 of 79 UR-IW-4 0.0451 0.1371 0.0622 0.0713 0.0001
Test batch 4 38 of 79 UR-IW-2 0.0408 0.1227 0.0555 0.0655 0.0001
Test batch 4 39 of 79 UR-IW-1 0.0418 0.1040 0.0522 0.0627 0.0001
Test batch 4 45 of 79 UR-IW-3 0.0396 0.0900 0.0460 0.0574 0.0001
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Table 5
Task 13 Phase A Snippet Retrieval

Batch Position System Precision Recall F-Measure MAP GMAP
Test batch 1 1 of 51 Top Competitor 0.0803 0.3050 0.1186 0.4535 0.0014
Test batch 1 8 of 51 UR-IW-5 0.1189 0.1928 0.1202 0.2768 0.0006
Test batch 1 9 of 51 UR-IW-1 0.0978 0.1594 0.1071 0.2762 0.0005
Test batch 1 10 of 51 UR-IW-2 0.1136 0.1633 0.1110 0.2478 0.0005
Test batch 1 11 of 51 UR-IW-3 0.0863 0.1393 0.0912 0.2447 0.0003
Test batch 1 17 of 51 UR-IW-4 0.0795 0.1035 0.0778 0.1844 0.0001
Test batch 2 1 of 41 Top Competitor 0.0941 0.3625 0.1421 0.5522 0.0035
Test batch 2 12 of 41 UR-IW-5 0.1407 0.1885 0.1290 0.3080 0.0009
Test batch 2 13 of 41 UR-IW-1 0.1233 0.1713 0.1200 0.3023 0.0005
Test batch 2 14 of 41 UR-IW-3 0.1287 0.1715 0.1212 0.2949 0.0007
Test batch 2 18 of 41 UR-IW-4 0.1397 0.1635 0.1149 0.2543 0.0007
Test batch 2 24 of 41 UR-IW-2 0.0916 0.1287 0.0877 0.1654 0.0003
Test batch 3 1 of 47 Top Competitor 0.0749 0.2855 0.1098 0.4322 0.0015
Test batch 3 15 of 47 UR-IW-1 0.0838 0.1160 0.0806 0.1534 0.0003
Test batch 3 18 of 47 UR-IW-5 0.0961 0.1271 0.0938 0.1488 0.0003
Test batch 3 19 of 47 UR-IW-3 0.0602 0.1130 0.0745 0.1463 0.0002
Test batch 3 24 of 47 UR-IW-2 0.0680 0.0662 0.0595 0.0968 0.0001
Test batch 3 25 of 47 UR-IW-4 0.0478 0.0623 0.0475 0.0721 0.0001
Test batch 4 1 of 79 Top Competitor 0.0411 0.1135 0.0560 0.1634 0.0001
Test batch 4 18 of 79 UR-IW-5 0.0308 0.0633 0.0399 0.0511 0.0001
Test batch 4 20 of 79 UR-IW-3 0.0247 0.0492 0.0297 0.0459 0.0000
Test batch 4 21 of 79 UR-IW-4 0.0229 0.0564 0.0314 0.0446 0.0001
Test batch 4 22 of 79 UR-IW-1 0.0254 0.0639 0.0323 0.0434 0.0000
Test batch 4 23 of 79 UR-IW-2 0.0250 0.0700 0.0344 0.0411 0.0001

Table 6
Task 13 B Phase A+ Yes/No questions

Batch Position System Accuracy F1 Yes F1 No Macro F1
Test batch 1 1 of 56 Top Competitor 1.0000 1.0000 1.0000 1.0000
Test batch 1 1 of 56 UR-IW-1 1.0000 1.0000 1.0000 1.0000
Test batch 1 1 of 56 UR-IW-2 1.0000 1.0000 1.0000 1.0000
Test batch 1 1 of 56 UR-IW-4 1.0000 1.0000 1.0000 1.0000
Test batch 1 21 of 56 UR-IW-3 0.9412 0.9565 0.9091 0.9328
Test batch 1 42 of 56 UR-IW-5 0.8235 0.8696 0.7273 0.7984
Test batch 2 1 of 49 UR-IW-5 1.0000 1.0000 1.0000 1.0000
Test batch 2 10 of 49 UR-IW-1 0.9412 0.9565 0.9091 0.9328
Test batch 2 13 of 49 UR-IW-3 0.8824 0.9000 0.8571 0.8786
Test batch 2 14 of 49 UR-IW-2 0.8824 0.9091 0.8333 0.8712
Test batch 2 37 of 49 UR-IW-4 0.7059 0.7368 0.6667 0.7018
Test batch 3 1 of 58 Top Competitor 0.9545 0.9697 0.9091 0.9394
Test batch 3 5 of 58 UR-IW-5 0.9091 0.9412 0.8000 0.8706
Test batch 3 10 of 58 UR-IW-4 0.8636 0.9091 0.7273 0.8182
Test batch 3 19 of 58 UR-IW-1 0.8636 0.9143 0.6667 0.7905
Test batch 3 26 of 58 UR-IW-2 0.8182 0.8824 0.6000 0.7412
Test batch 3 42 of 58 UR-IW-3 0.6818 0.7742 0.4615 0.6179
Test batch 4 1 of 67 Top Competitor 0.9231 0.9444 0.8750 0.9097
Test batch 4 2 of 67 UR-IW-2 0.9231 0.9444 0.8750 0.9097
Test batch 4 34 of 67 UR-IW-3 0.8462 0.8889 0.7500 0.8194
Test batch 4 37 of 67 UR-IW-1 0.8462 0.8947 0.7143 0.8045
Test batch 4 39 of 67 UR-IW-4 0.8077 0.8485 0.7368 0.7927
Test batch 4 43 of 67 UR-IW-5 0.8462 0.9000 0.6667 0.7833



Table 7
Task 13 B Phase A+ factoid questions

Batch Position System Strict Acc. Lenient Acc. MRR
Test batch 1 1 of 56 Top Competitor 0.4231 0.5000 0.4551
Test batch 1 7 of 56 UR-IW-2 0.3462 0.4231 0.3782
Test batch 1 8 of 56 UR-IW-5 0.3462 0.4231 0.3750
Test batch 1 24 of 56 UR-IW-1 0.2692 0.3462 0.3077
Test batch 1 25 of 56 UR-IW-3 0.2692 0.3462 0.3077
Test batch 1 29 of 56 UR-IW-4 0.2692 0.3077 0.2885
Test batch 2 1 of 49 Top Competitor 0.5926 0.5926 0.5926
Test batch 2 2 of 49 UR-IW-4 0.5185 0.5556 0.5370
Test batch 2 4 of 49 UR-IW-2 0.4815 0.5185 0.5000
Test batch 2 14 of 49 UR-IW-1 0.4074 0.4815 0.4383
Test batch 2 16 of 49 UR-IW-3 0.3704 0.4444 0.3920
Test batch 2 29 of 49 UR-IW-5 0.2963 0.3333 0.3086
Test batch 3 1 of 58 Top Competitor 0.3500 0.4000 0.3750
Test batch 3 7 of 58 UR-IW-3 0.2000 0.5000 0.3100
Test batch 3 12 of 58 UR-IW-1 0.2000 0.4000 0.2875
Test batch 3 18 of 58 UR-IW-2 0.2500 0.2500 0.2500
Test batch 3 27 of 58 UR-IW-4 0.2000 0.2000 0.2000
Test batch 3 29 of 58 UR-IW-5 0.1000 0.3000 0.2000
Test batch 4 1 of 67 UR-IW-5 0.5455 0.5909 0.5606
Test batch 4 4 of 67 UR-IW-1 0.5000 0.5455 0.5152
Test batch 4 13 of 67 UR-IW-2 0.4545 0.4545 0.4545
Test batch 4 14 of 67 UR-IW-3 0.4545 0.4545 0.4545
Test batch 4 34 of 67 UR-IW-4 0.3636 0.4091 0.3788

Table 8
Task 13 B Phase A+ list questions

Batch Position System Mean Prec. Recall F-Measure
Test batch 1 1 of 56 UR-IW-2 0.2290 0.3056 0.2567
Test batch 1 2 of 56 UR-IW-1 0.2070 0.3232 0.2411
Test batch 1 3 of 56 UR-IW-5 0.2164 0.3003 0.2395
Test batch 1 4 of 56 UR-IW-4 0.2134 0.2783 0.2357
Test batch 1 15 of 56 UR-IW-3 0.1685 0.2804 0.2004
Test batch 2 1 of 49 Top Competitor 0.3785 0.4357 0.3880
Test batch 2 2 of 49 UR-IW-2 0.3449 0.4626 0.3805
Test batch 2 11 of 49 UR-IW-4 0.2859 0.3652 0.3023
Test batch 2 17 of 49 UR-IW-1 0.2307 0.3536 0.2682
Test batch 2 33 of 49 UR-IW-5 0.1796 0.3432 0.2144
Test batch 2 34 of 49 UR-IW-3 0.1696 0.3213 0.2118
Test batch 3 1 of 58 Top Competitor 0.4674 0.4446 0.4541
Test batch 3 13 of 58 UR-IW-5 0.3455 0.4111 0.3618
Test batch 3 14 of 58 UR-IW-2 0.3656 0.3969 0.3599
Test batch 3 20 of 58 UR-IW-1 0.3271 0.4040 0.3482
Test batch 3 26 of 58 UR-IW-3 0.3114 0.3777 0.3279
Test batch 3 37 of 58 UR-IW-4 0.2206 0.2896 0.2371
Test batch 4 1 of 67 Top Competitor 0.3217 0.2929 0.3014
Test batch 4 9 of 67 UR-IW-5 0.2345 0.3680 0.2742
Test batch 4 11 of 67 UR-IW-3 0.2640 0.3114 0.2739
Test batch 4 34 of 67 UR-IW-4 0.2122 0.2936 0.2270
Test batch 4 37 of 67 UR-IW-1 0.1819 0.3429 0.2246
Test batch 4 42 of 67 UR-IW-2 0.1846 0.3349 0.2172



Table 9
Task 13 B Phase B Yes/No questions

Batch Position System Accuracy F1 Yes F1 No Macro F1
Test batch 1 1 of 72 Top Competitor 1.0000 1.0000 1.0000 1.0000
Test batch 1 1 of 72 UR-IW-1 1.0000 1.0000 1.0000 1.0000
Test batch 1 1 of 72 UR-IW-5 1.0000 1.0000 1.0000 1.0000
Test batch 1 36 of 72 UR-IW-2 0.9412 0.9600 0.8889 0.9244
Test batch 1 53 of 72 UR-IW-3 0.8824 0.9091 0.8333 0.8712
Test batch 1 60 of 72 UR-IW-4 0.8235 0.8696 0.7273 0.7984
Test batch 2 1 of 72 UR-IW-5 1.0000 1.0000 1.0000 1.0000
Test batch 2 35 of 72 UR-IW-4 0.9412 0.9565 0.9091 0.9328
Test batch 2 47 of 72 UR-IW-3 0.8824 0.9000 0.8571 0.8786
Test batch 2 52 of 72 UR-IW-2 0.8824 0.9091 0.8333 0.8712
Test batch 2 56 of 72 UR-IW-1 0.8824 0.9167 0.8000 0.8583
Test batch 3 1 of 66 Top Competitor 0.9545 0.9697 0.9091 0.9394
Test batch 3 30 of 66 UR-IW-4 0.9091 0.9412 0.8000 0.8706
Test batch 3 31 of 66 UR-IW-5 0.9091 0.9412 0.8000 0.8706
Test batch 3 42 of 66 UR-IW-2 0.8636 0.9091 0.7273 0.8182
Test batch 3 43 of 66 UR-IW-3 0.8636 0.9091 0.7273 0.8182
Test batch 3 52 of 66 UR-IW-1 0.8636 0.9143 0.6667 0.7905
Test batch 4 1 of 79 Top Competitor 1.0000 1.0000 1.0000 1.0000
Test batch 4 21 of 79 UR-IW-4 0.9231 0.9444 0.8750 0.9097
Test batch 4 30 of 79 UR-IW-2 0.9231 0.9474 0.8571 0.9023
Test batch 4 31 of 79 UR-IW-5 0.9231 0.9474 0.8571 0.9023
Test batch 4 45 of 79 UR-IW-1 0.9231 0.9500 0.8333 0.8917
Test batch 4 66 of 79 UR-IW-3 0.7692 0.8235 0.6667 0.7451

Table 10
Task 13 B Phase B factoid questions

Batch Position System Strict Acc. Lenient Acc. MRR
Test batch 1 1 of 72 Top Competitor 0.5385 0.6538 0.5962
Test batch 1 17 of 72 UR-IW-3 0.4231 0.5769 0.4821
Test batch 1 26 of 72 UR-IW-4 0.4231 0.5000 0.4615
Test batch 1 27 of 72 UR-IW-5 0.4231 0.5000 0.4615
Test batch 1 33 of 72 UR-IW-2 0.4231 0.5000 0.4551
Test batch 1 37 of 72 UR-IW-1 0.3846 0.5385 0.4423
Test batch 2 1 of 72 Top Competitor 0.7037 0.7037 0.7037
Test batch 2 11 of 72 UR-IW-1 0.5556 0.6296 0.5926
Test batch 2 21 of 72 UR-IW-2 0.5185 0.5926 0.5556
Test batch 2 22 of 72 UR-IW-4 0.5185 0.5926 0.5556
Test batch 2 30 of 72 UR-IW-5 0.5185 0.5556 0.5370
Test batch 2 35 of 72 UR-IW-3 0.5185 0.5556 0.5309
Test batch 3 1 of 66 Top Competitor 0.4000 0.6500 0.5100
Test batch 3 24 of 66 UR-IW-1 0.3500 0.4500 0.3725
Test batch 3 31 of 66 UR-IW-4 0.3000 0.3500 0.3250
Test batch 3 32 of 66 UR-IW-5 0.2500 0.4000 0.3250
Test batch 3 38 of 66 UR-IW-3 0.2500 0.3500 0.3000
Test batch 3 43 of 66 UR-IW-2 0.2500 0.3000 0.2750
Test batch 4 1 of 79 Top Competitor 0.6364 0.6364 0.6364
Test batch 4 6 of 79 UR-IW-4 0.5455 0.6364 0.5909
Test batch 4 17 of 79 UR-IW-1 0.5455 0.5909 0.5606
Test batch 4 27 of 79 UR-IW-5 0.5000 0.5455 0.5227
Test batch 4 30 of 79 UR-IW-2 0.5000 0.5000 0.5000
Test batch 4 46 of 79 UR-IW-3 0.4545 0.4545 0.4545



Table 11
Task 13 B Phase B List questions

Batch Position System Mean Prec. Recall F-Measure
Test batch 1 1 of 72 Top Competitor 0.5820 0.6224 0.5959
Test batch 1 28 of 72 UR-IW-4 0.4817 0.5601 0.5069
Test batch 1 50 of 72 UR-IW-2 0.3740 0.4944 0.4042
Test batch 1 52 of 72 UR-IW-1 0.3361 0.5653 0.3978
Test batch 1 57 of 72 UR-IW-3 0.3199 0.5419 0.3769
Test batch 1 60 of 72 UR-IW-5 0.2877 0.5341 0.3515
Test batch 2 1 of 72 Top Competitor 0.6360 0.6315 0.6152
Test batch 2 28 of 72 UR-IW-4 0.4610 0.6425 0.5188
Test batch 2 31 of 72 UR-IW-3 0.4312 0.6771 0.5010
Test batch 2 41 of 72 UR-IW-1 0.4088 0.6561 0.4716
Test batch 2 47 of 72 UR-IW-5 0.3916 0.6048 0.4463
Test batch 2 49 of 72 UR-IW-2 0.3833 0.5784 0.4407
Test batch 3 1 of 66 Top Competitor 0.6433 0.6429 0.6337
Test batch 3 44 of 66 UR-IW-5 0.4465 0.5790 0.4783
Test batch 3 45 of 66 UR-IW-3 0.4324 0.6102 0.4774
Test batch 3 46 of 66 UR-IW-4 0.4472 0.5272 0.4687
Test batch 3 47 of 66 UR-IW-1 0.4371 0.6368 0.4684
Test batch 3 54 of 66 UR-IW-2 0.4009 0.5549 0.4369
Test batch 4 1 of 79 Top Competitor 0.7491 0.5980 0.6492
Test batch 4 41 of 79 UR-IW-3 0.4140 0.6127 0.4711
Test batch 4 46 of 79 UR-IW-4 0.4163 0.5536 0.4479
Test batch 4 47 of 79 UR-IW-5 0.3671 0.5911 0.4338
Test batch 4 55 of 79 UR-IW-1 0.3303 0.5425 0.3872
Test batch 4 56 of 79 UR-IW-2 0.3285 0.5413 0.3797
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