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Abstract
Qualitative coding is an essential methodological tool in qualitative research. Although various tools exist to
support manual qualitative coding, the process remains highly resource-intensive, requiring significant time and
expertise. It is further complicated by inconsistent reporting of coding protocols, differing interpretations of
inter-coder reliability metrics, and difficulties in achieving conceptual agreement among coders – all of which
contribute to the broader replication crisis in science. Meanwhile, large language models have demonstrated
remarkable abilities to understand context across diverse tasks and are increasingly applied to information and,
in combination with semantic web technologies, knowledge extraction. In this work, we define qualitative
coding process as a knowledge base construction task and propose an ontology-mediated approach to automating
qualitative coding, formalising key aspects of the methodology and reliability assessment using semantic web
standards. We evaluate the reliability of this approach through a concrete implementation and case study, finding
that qualitative coding can benefit substantially from AI-driven automation – especially when the underlying
coding ontology is well-defined and domain-relevant constraints are explicitly codified.
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1. Introduction

Qualitative coding is an essential methodological tool of qualitative research in which codes system-
atically assign descriptors to portions of natural language text or visual data [1]. More concisely, it
is “the simple operation of identifying segments of meaning in your data and labelling them with
a code,” [2] where a code is “a word or short phrase that symbolically assigns a summative, salient,
essence-capturing, and/or evocative attribute for a portion of language-based or visual data” [3]. The
methodology is applied to research data sources, such as interviews and other text excerpts, visual data,
audio recordings, and other unstructured data, to both create various degrees of structured data for
further qualitative and quantitative content analysis, and as a stand-alone method for theory-building,
notably in classical [1, 4] and constructivist [5] Grounded Theory.

Whenever qualitative coding is intended beyond simple feature extraction, the coding process is
applied iteratively. With each iteration, codes are refined in various ways: redefined, modified, combined,
split, reassigned etc. Through multiple iterations, a better understanding of the underlying data is
sought after, which includes uncovering potential connections and insights. Each coding step can
be deductive (predefined codes or categories are applied to text, in a top-down approach) as well as
inductive (codes are “learned” from text, in a bottom-up approach), and often researchers employ both
approaches interchangeably in the coding process [6].

Despite advances in supporting software tools (see Section 2.2), including qualitative data analysis
systems (QDAS), qualitative coding remains heavily dependent on manual labour. The manual sub-
tasks of qualitative coding demand substantial resources in terms of time and skilled personnel. The
time required for data analysis is a primary issue in qualitative coding, as conceptual tasks associated
with qualitative analysis cannot be easily expedited [7]. Furthermore, besides the methodology being
particularly daunting for novice researchers, with available training resources less pervasive than
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for quantitative methods [8], the requirement for multiple coders to independently process the same
material – a practice necessary for ensuring reliability – significantly multiplies the resource intensity
[9].

Another challenge associated with qualitative research and qualitative coding studies is their repro-
ducibility. Though qualitative methods often do not easily subject themselves to replication, aiming at
the objectivity of research and striving towards reproducibility shall be nonetheless attempted [10].
In this context, inter-coder reliability (ICR) is considered a good practice in qualitative research [11].
For example, in health education and behaviour research, double coding of all transcripts was the
most common coding method, employed in 47.9% of qualitative coding studies, highlighting the broad
acceptance of the collaborative methodology [12]. However, achieving a high ICR score becomes ever
more challenging as the conceptual complexity of codes increases [13].

Besides the practical difficulties of achieving conceptual agreement, coding protocols or essential
elements of the process are occasionally simply not reported [11], as for example, 31.3% of qualitative
coding studies examined in health education and behaviour research failed to clearly describe the coding
approach altogether [12]. Even when reported, authors often have different interpretations of similar
ICR metrics, and the percentage of data used in ICR tests varies across studies [14]. Thus, the issues
associated with reproducibility in qualitative coding research contribute to the overall replication crisis
[15, 13], most prominently in disciplines relying on qualitative methodologies, such as psychology [16],
social sciences [17], healthcare [12] etc. These issues have motivated the standardisation of qualitative
coding practices [18], including the development of coding reliability frameworks, consensus-based
approaches and collaborative protocols.

Recently, pre-trained large language models (LLMs) have demonstrated impressive emergent capa-
bilities, especially in understanding context across different tasks and scenarios. In natural language
processing (NLP), LLMs have achieved state-of-the-art performance across many tasks, becoming the de
facto baseline methods [19]. Accordingly, LLMs are increasingly used for information and knowledge
extraction tasks in various domains [20, 21, 22, 23]. They have also been proposed for document
information extraction from visually-rich documents [24], scientific texts [25] and proceedings [26, 27]
and medical descriptions [28]. In this context, the extraction process commonly employs carefully
crafted prompts to specify both the desired information to be extracted and its structural representation
[29, 30].

Complementing information extraction, semantic web [31] provides a universal framework for
knowledge representation, allowing the publication of interconnected data on the web and enabling
machines to process the explicit semantics of data through the use (most notably, reuse) of ontologies,
which, in turn, enable reasoning [32]. Also notable is the synergetic application of semantic web in
machine learning [33], where ontologies encode semantics and enable grounding of machine learning
methods and their outputs. Semantic web technologies are especially effective in reducing hallucinations
in LLMs [34, 35, 36, 37], for example, though knowledge injection in prompts [38, 39, 40, 41, 42, 43, 44]
and outputs [45].

This research paper aims to build upon the recent advances in combining LLMs with semantic web
technologies, and defines qualitative coding from the ontology engineering perspective, proposing an
ontology-mediated approach for qualitative coding automation. The approach formalises parts of the
qualitative coding methodology and reliability assessment approaches using semantic web standards.

This work is structured as follows: Section 2 surveys prior work on AI-assisted qualitative coding and
existing tools; Section 3 introduces the case study used for evaluation; Section 4 details our ontology-
mediated approach, including the formalisation of qualitative coding with semantic web standards,
the design of domain-specific and linking ontologies, and the automated workflow; Section 5 presents
the AutoCod implementation; Section 6 outlines the evaluation design, and Section 7 reports results
for both deductive and inductive experiments; Section 8 interprets the findings within qualitative
methodology and ontology engineering, noting limitations and implications; and Section 9 summarises
the contributions and sketches directions for future work.



2. Related Work

This section reviews prior work relevant to the automation of qualitative coding and the software
tools that support it. We first discuss approaches to automating qualitative coding, including both
traditional rule-based methods and recent advances leveraging large language models (Section 2.1). We
then provide an overview of widely used qualitative coding tools together with an analysis of their
features (Section 2.2).

2.1. Qualitative Coding Automation

A number of studies have investigated automated approaches to qualitative coding, particularly for the
initial deductive phase in which a predefined codebook is applied to the data. The majority of existing
tools implement some form of keyword or regular expression matching, typically supplemented by
human validation or human-in-the-loop designs to ensure accuracy. In general, most studies highlight
the importance of the combination of automated and manual coding, as well as the need for transparency
and interpretability of the coding process. Tietz et al. [46] presented refer, a WordPress-based tool
for semantic annotation, which combines automatic named entity linking and manual annotation,
concluding that the combination of both automated and manual annotation achieve best results.

Rietz and Maedche [47] present Cody, an interactive system that combines editable code rules
(keyword matching with boolean operators) with supervised ML to extend manual codes to seen and
unseen data. The authors report improvements in ICR to simple keyword matching, and note that
coding rules provide structure and transparency. Cai et al. [48] propose nCoder+, a widely-used tool
for automatic coding of large datasets. The tool relies on regular expressions and manual validation to
establish reliability of codes. Marathe and Toyama [49] conducted a user-centred study of qualitative
coding practices, noting potential for automation after the codebook has been created and highlighting
transparency requirements for automatic coding tools. They then built a prototype for first-pass
semi-automatic coding using simple NLP methods (keyword matching with boolean operators), and
demonstrated high agreement with human coders, noting the potential of advanced NLP techniques
to improve on the result. However, a notable limitation of such tools is their reliance on predefined
keywords or rules, which are infeasible for the coding of complex, under-represented or counter-
intuitive concepts. Furthermore, such an approach limits the set of codes to predefined or learned tags,
whereby more complex semi-structured descriptions (e.g., features, relationships) could be required.

Recently, studies have employed LLMs for content analysis in specific domains and identified their
potential to assist in creating coding schemes [50] or in-vivo categories [51]. Other coding automation
approaches have focused on thematic analysis, as e.g., Feinerer and Wild [52], Lennon et al. [53] and
Bryda and Sadowski [54].

2.2. Qualitative Coding Tools

A variety of dedicated software tools have been developed to facilitate qualitative coding and qualitative
data analysis (QDAS). Review studies have analysed the use of such tools in qualitative coding in the
healthcare (incl. medical education) domain [55, 9]. Table 1 gives an overview of those tools, their use
in studies, and their basic features, including the coding functionality (i.e., assigning codes) and code
aggregation, search and visualisation functions, automatic transcription, collaborative features, support
for multilingual annotation, statistical analysis as well as keyword-based autocoding (automatic code
assignment) capabilities.

The majority of these tools provide core functionality for supporting manual qualitative coding
processes, including document search, aggregation, and coding capabilities. Most tools also offer data
visualisation features and collaborative coding support. Additional features vary across platforms: some
tools include transcription functionality and multilingual support, while statistical analysis capabilities
are limited to MAXQDA (and underutilised). Keyword-based autocoding functionality is available only
in NVivo, Atlas.ti and MAXQDA. Thus, existing tools primarily streamline manual coding workflows



and facilitate collaboration, with the conceptual and interpretive aspects of qualitative coding remaining
the responsibility of human researchers and coders.

Capabilities [9]

Tool [9, 55] Use, % [55] C
od

e

A
gg

re
ga

te

Se
ar

ch

V
is
ua

lis
e

Tr
an

sc
ri
be

C
ol
la
bo

ra
te

M
ul
ti
la
ng

.

St
at

.a
na

ly
si
s

K
ey

w
or

d
au

to
c.

ATLAS.ti 29.2
NVivo 20.8
Ethnograph 4.2 – – – – – – – – –
MAXQDA 0.0
DeDoose 0.0
QDA Miner Lite NS
Quirkos NS

Table 1
Overview of software tools for qualitative coding. Usage percentages based on analysed studies (n=48) [55].
NS = Not specified in usage analysis. Checkmark indicates feature availability [9]; dash (–) indicates no data
available.

3. Use Case Study

To illustrate and evaluate our methodology, we apply it to a published qualitative coding study by van
Gend and Zuiderwijk [56], which employs both deductive and inductive coding phases. In this regard,
we note that any mischaracterisation, omission, or misinterpretation of the original study methodology
or findings remains the sole responsibility of the present authors, and maintain that the chosen study
is an exemplary application of the qualitative coding methodology motivated by open research data
sharing and reuse.

Van Gend and Zuiderwijk conduct a qualitative single-case study at TU Delft to examine how
combinations of institutional and infrastructural arrangements affect open research data sharing and
reuse in context. Their contributions are twofold [56]: (1) providing a contextualised overview of
institutional and infrastructural arrangements that stimulate open research data sharing and reuse;
and (2) discussing the potential impact of implementing certain arrangements in the case of a Dutch
university pursuing open science.

As part of the study, the authors collect seven semi-structured interviews. The interviews are
fully transcribed, anonymised, member-checked, and qualitatively coded in ATLAS.ti, with Figure 1
illustrating an interview transcript coded using the tool.

The case study implements the qualitative coding process in the following way: first, it applies a
theory-driven codebook derived from prior literature in a theory-driven approach [57], followed by
open coding [58] (creating initial categories), axial coding [59, 60] (relating categories into themes,
specifying properties and dimensions), and focused coding [59] (refining salient codes), distinguishing
the codes by actor type (researchers vs. policymakers/support staff). Figure 2 illustrates the qualitative
coding workflow from the case study.

The analysis then synthesises these codes to identify effective arrangements. For the reference on
the infrastructural and institutional arrangements investigated, we refer the reader to the original paper
and the open data repository containing the interviews as well as the codebook1 (licensed under CC
BY 4.02). While the approach developed in Section 4 is evaluated in comparison to the results of this
1See https://data.4tu.nl/datasets/aa72daa3-6e9a-47a1-b35b-05ade49e16a5/1
2See https://creativecommons.org/licenses/by/4.0/deed

https://data.4tu.nl/datasets/aa72daa3-6e9a-47a1-b35b-05ade49e16a5/1
https://creativecommons.org/licenses/by/4.0/deed


Figure 1: Example of manual qualitative coding from the original study showing a coded interview excerpt
in the ATLAS.ti tool (transcript I1). Codes are assigned to text portions describing various infrastructural and
institutional arrangements.
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Figure 2: Illustration of the qualitative coding process workflow from the case study [56]

workflow, it differs from the methodology used by the authors of the case study by conflating the open,
axial and focused coding into a composite inductive coding phase.

4. Methodology

This section presents our ontology-mediated approach to automating qualitative coding. We illustrate
aspects of the approach using a case study introduced in Section 3, reproducing a published qualitative
coding analysis to enable comparison with manual coding results. Our methodology encompasses three
key components: (1) the formalisation of qualitative coding concepts using semantic web standards,
(2) the implementation of an automated coding pipeline in the AutoCod tool, and (3) a preliminary
evaluation comparing automated results against human-coded baselines of the case study.

4.1. Ontology-Based Formalisation of Qualitative Coding

Our ontology-driven approach transforms traditional qualitative coding practices by formalising code-
book elements as semantic web constructs in a domain-specific ontology. Where traditional codebooks
provide linear lists of codes with textual descriptions, ontologies encode this knowledge in a machine-
readable format by minting specific URIs for categories and then including explicit semantics using
semantic web standards. The mapping between codebook elements and ontological constructs follows
established patterns: code names become rdfs:label properties providing human-readable identifiers;
code descriptions and coding guidelines are captured in rdfs:comment annotations that preserve the
interpretive guidance, textual examples, and other contextual information including textual inclusion
and exclusion criteria for the code; hierarchical code structures translate to class hierarchies using
rdfs:subClassOf relationships; besides being included verbatim, inclusion/exclusion criteria are also
formalised as SHACL constraints. This formalisation enables automated validation while maintaining
the natural language contextual explanations underlying the coding schemes, as illustrated in Figure 3
(a) and (b).



Code Name:
Data Storage Solutions

Description:
Infrastructure for storing
research data including
repositories and archives

Parent Code:
Infrastructural Instruments

Include:
- Institutional repositories
- Cloud storage
- Data archives

rdfs:label
“Data Storage Solutions”

rdfs:comment
“Infrastructure for storing
research data including
repositories and archives”

rdfs:subClassOf
:InfrastructuralInstrument

sh:NodeShape
Constraint: must have
:storageType property

Traditional Codebook Domain Ontology

(a) Mapping between traditional codebook elements and
semantic web constructs

[Prefix definitions]

:DataStorageSolutions a owl:Class ;
rdfs:label "Data Storage Solutions" ;
rdfs:comment "Infrastructure for storing

research data including repositories
and archives" ;

rdfs:subClassOf :InfrastructuralInstrument
.

:DataStorageSolutionsShape a sh:NodeShape ;
sh:targetClass :DataStorageSolutions ;
sh:property [
sh:path :storageType ;
sh:minCount 1

] .

(b) Ontology snippet with constraints

Figure 3: Mapping between traditional codebook elements and semantic web constructs in the ontology-driven
approach. (a) Mapping from codebook to ontology constructs. (b) Example with (SHACL) constraints.

4.2. Domain Ontology Creation

In our use case, we define a domain-specific ontology3 for infrastructural and institutional arrangements.
This reflects the common theory-based beginning of the qualitative coding approach. The resulting
ontology defines a core class Instrument, which is specialised into InfrastructuralInstrument and
InstitutionalInstrument.

Instrument

Infrastructural
Instrument

Institutional
Instrument

Improving
Usability Of

Infrastructures

Legal Assistance
For Sharing
And Reuse

Assisting
Infrastructure

Selection

Ensuring
Infrastructure
Sustainability

Offering Credit
And Recognition

Improving
Researcher
Data Skills

Institutional
Legal

Assistance

Covering Sharing
And Reuse

Costs

Taking RDM
Tasks Out Of

Researchers Hands

Support Metadata
Deposit And
Browsing

Provide Data
Quality

Indicators

Use Domain
Standards And
Nomenclature

Link To Aggregators
And Other

Infrastructures

Ensure
Security

Develop Institutional
Data Sharing

Policy

Foster Open
Data Mindset

Offer Data
Literacy

Programmes

Point To
Repositories
And Tools

Offer Administrative
And Financial

Support

Appoint
Data

Managers

rdfs:subClassOf rdfs:subClassOf

Figure 4: Domain-specific ontology for infrastructural and institutional instruments in open research data
sharing. The ontology defines a hierarchical class structure using rdfs:subClassOf relationships (blue arrows)
throughout the class hierarchy. In practice, instances of instruments are linked to category classes through the
hasCategory object property.

Orienting on the literature-based taxonomy introduced in the case study, each branch is organised into
InstrumentCategory classes (e.g., improving usability, legal assistance, selection support, sustainability
for infrastructures; credit/recognition, researcher skills, legal assistance, cost coverage, and delegation

3The domain-specific ontology together with additional materials can be found in the code repository:
https://github.com/semantisch/autocod/tree/main/paper/resources .

https://github.com/semantisch/autocod/tree/main/paper/resources


of research data management tasks for institutions), under which specific instrument classes (e.g.,
metadata browsing, data quality indicators; data literacy programmes, administrative/financial support)
are defined. Relationships include hasCategory linking instruments to their categories, as well as
textual definitions (rdfs:comment) specifying scope and intent of each class in line with the theoretical
framework described in the paper. Figure 4 illustrates the resulting class hierarchy.

In the next step, we refine the ontology with SHACL constraints for downstream validation. The
constraints enforce branch consistency (ensuring instruments are categorised within their appropriate
branch), prevent cross-branch categorisation, and restrict single typing to avoid dual classification
as both infrastructural and institutional. Unlike OWL restrictions such as rdfs:domain/rdfs:range
statements which serve inferential purposes and operate under the open-world assumption, SHACL
constraints provide closed-world validation against data graphs, enabling detection of constraint
violations, that could remain undetected in OWL’s monotonic reasoning framework.

4.3. Linking Ontology

Beyond the domain-specific ontology placing codes in a taxonomy, qualitative coding requires a
linking mechanism to connect identified concepts to their textual evidence in the source material. This
necessitates a separate linking ontology that bridges the semantic representations with the original
data sources.

:TextSource :TextExcerpt

:Statement

rdf:Statement

rdfs:Resource

“I think what the university library tries to do is to give researchers integrated research support, and they do that with something we call the research cycle.”

rdfs:subClassOf

:excerptOf

:quote

:evidencedBy
:evidencedBy

Figure 5: Linking ontology structure for connecting knowledge graph resources and statements to textual
evidence. The ontology enables traceability from both semantic assertions and individual resources to their
supporting quotes, employing standard RDF reification for statements and direct linking for resources.

The linking ontology must satisfy three core requirements: (1) provenance tracking to maintain
traceability between extracted concepts and their source locations within transcripts, (2) evidence
attachment enabling direct quotation and contextual information to support coding decisions, and (3)
entity resolution to handle references to the same real-world entities across different textual mentions.
The resulting linking ontology reuses the PROV ontology4 (notably, by specifying :evidencedBy
as the sub-property of the prov:wasDerivedFrom) and employs a reification pattern where coding
statements are modelled as first-class objects with properties linking to both the semantic assertion
(e.g., an instrument instance having a particular category) or resource, and their textual justification
(specific quotes, paragraph references, and contextual metadata from the source interviews). Figure 5
illustrates the resulting linking ontology.

4See https://www.w3.org/TR/prov-o/

https://www.w3.org/TR/prov-o/


4.4. Automated Coding Workflow

In summary, the coding pipeline relies on the two above-mentioned ontologies: a domain-specific
ontology defining coding concepts and significant constraints for validation, and a (generic) linking
ontology that connects textual evidence to semantic statements. Our pipeline operates through an LLM-
based approach where a large language model is prompted to extract domain concepts from transcripts
using only the vocabulary defined in the provided ontologies, and tasked to retrieve well-formed RDF
data. At each LLM-extraction step, RDF syntax as well as constraints are validated, and a retry loop
(including the previous unsuccessful validation report) is implemented in case of errors. The pipeline
implements the deductive and inductive coding phases in the following way (see Figure 6):

Linking
Ontology

Domain
Ontology

SHACL
Constraints

Textual
Source

LLM Processing
(Theory-driven)

RDF Output

Syntax &
SHACL
Valid?

Knowledge
Graph

Yes

No

(a) Deductive approach

Linking
Ontology

Knowledge Graph
(with coded text)

Domain
Ontology

SHACL
Constraints

LLM Processing
(Pattern Discovery)

Ontology
Extensions

Syntax &
SHACL
Valid?

Extended
Ontology

Yes

No

(b) Inductive approach

Figure 6: Ontology-driven qualitative coding pipeline comparing deductive and inductive approaches. (a)
Deductive approach uses predefined domain ontology for theory-driven concept extraction. (b) Inductive
approach discovers emergent patterns from coded excerpts to extend the ontology.

Strategy Name Strategy Description Prompt Fragment
Pattern Coding Groups similar codes into mean-

ingful clusters (themes, explana-
tions) by identifying recurring
patterns across coded excerpts.

“Propose new classes for existing in-
stances in the knowledge graph.”

Focused Coding Identifies the most frequent or
significant codes to develop ma-
jor categories, prioritizing con-
cepts that appear most often or
carry most weight.

“Analyse instances and create super-
classes, then relate them to lower
classes using rdfs:subClassOf.”

Axial Coding Reassembles data by relating
categories to subcategories and
specifying their properties and
dimensions through systematic
analysis.

“Examine relationships between
classes and specify object properties
with domain/range constraints to
model causal, contextual, and conse-
quential relationships.”

Theoretical
Coding

Integrates and synthesises all
codes and categories into a co-
herent theoretical framework by
identifying core categories that
explain the phenomenon.

“Synthesise all concepts into a coherent
theoretical framework. Create new on-
tology classes and relationships freely
if they help explain the central phe-
nomenon and build theory.”

Table 2
Inductive coding strategies for ontology extension



Deductive Coding Phase (Figure 6a): The LLM receives three inputs: (1) the domain ontology in
Turtle format, defining instrument classes, categories, and their relationships; (2) the linking ontology;
and (3) the input data in plain text. The model is constrained (including, through automatic validation) to
instantiate only classes and properties explicitly defined in the domain ontology, ensuring theory-driven
coding aligned with the predefined conceptual framework. Each instantiated concept must be supported
by direct quotes from the transcript, linked using the linking ontology. The output is a well-formed
RDF graph.
Inductive Coding Phase (Figure 6b): In the inductive phase, text excerpts are re-analysed to

discover emergent concepts not captured in the initial ontology using predefined strategies common in
qualitative coding [3] (see Table 2). This mirrors the open coding approach in traditional qualitative
analysis, where new categories emerge from the data. The LLM follows encoded strategies to propose
extensions to the domain ontology based on patterns observed in the coded excerpts, which are then
validated against SHACL constraints before incorporation.

5. Pipeline Implementation

We then implement the ontology-driven qualitative coding workflows described in Section 4.4 as an
automated qualitative coding tool which accepts domain ontologies and textual transcripts as inputs
and utilises large language models to extract concepts constrained by the ontological vocabulary. The
implementation validates extracted RDF against SHACL constraints and maintains links between coded
concepts and their supporting text excerpts through the linking ontology. It processes input sources
in both deductive mode (applying predefined ontological concepts) and inductive mode (discovering
new concepts to extend the ontology), with all outputs forming validated RDF knowledge graphs. More
detailed architectural description of the tool and its documentation are available in the repository.5

The tool implements a number of supporting features extending the general (deductive and inductive)
approaches described in Section 4.4. It can be used as a web-based application, via API or as a command-
line tool. For larger single datasets, the tool allows definition of separators for chunking as well as
their parallel processing, which is followed by the integration of the resulting chunk-based knowledge
graphs. In the file explorer, the tool highlights the coded excerpts for better overview. All input sources
in a workspace are integrated into the combined coding knowledge graph that can be exported. All
intermediate results, as well as resources including the domain ontology, linking ontology as well as
prompts can be edited at any stage to adjust the coding process. Figure 7 shows the AutoCod web
interface.6

6. Evaluation

Our evaluation methodology relies on a comparative analysis between automated and manual coding
results across both deductive and inductive phases:
For the deductive coding phase, we assess the alignment between excerpts identified by the

automated approach and those coded manually in the original study. We examine the intersection of
coded segments, noting that while the automated approach tends to identify precise text fragments at
the sentence or phrase level, manual coding in the original study typically operated at the paragraph
level, resulting in coarser-grained text segmentation.
For the inductive coding phase, we evaluate the semantic correspondence between ontology

extensions generated by our automated approach and the emergent categories identified through
manual analysis in the original study. This comparison focuses on conceptual overlap rather than exact
terminological matching, as the automated approach produces formal ontology classes while manual
coding yields informal category labels. Finally, we assess the degree to which automatically generated

5See https://github.com/semantisch/autocod
6The AutoCod tool and its documentation are available at https://github.com/semantisch/autocod

https://github.com/semantisch/autocod
https://github.com/semantisch/autocod


Figure 7: AutoCod web interface showing the main workspace with transcript management (left panel), ontology
editor (centre), and knowledge graph viewer (right panel). The interface displays the domain ontology definition
with class hierarchies and the resulting RDF triples with evidence links to source text excerpts.

superclasses and relationships capture the theoretical insights derived from traditional qualitative
analysis in the case study.

For both phases, we conduct the evaluation using the GPT-5 model (08-08-2025, temperature hyper-
parameter not supported), processing transcripts that have been chunked on double newlines, with a
maximum context window of 20,000 tokens per chunk. This ensures that the model can handle long
input documents while maintaining coherence and context.

7. Results

As the result of the deductive pass on the seven interview transcripts using the domain-specific ontology
defined in Section 4.2, a combined knowledge graph of 865 triples is created. Table 3 summarises the
number of triples and text excerpts/codes created for each transcript. The resulting generated knowledge
graphs are available in the online repository.7

While the automated approach selects less codes than the case study, the manual codes are often
overlapping (cf. Figure 1). In terms of the overlap in codes, we calculate the precision and recall of
the automated approach compared to the non-overlapping manual codes. Precision is the number of
correctly identified codes divided by the total number of codes identified by the automated approach.
Recall is the number of correctly identified codes divided by the total number of the non-overlapping
codes in the case study.

7See https://github.com/semantisch/autocod/tree/main/paper/resources

https://github.com/semantisch/autocod/tree/main/paper/resources


Interview Codes Constructed Knowledge Graph
Manual (Non-O) Precision Recall Automated Triples Statements Instances

1 41 (24) 95% 79.2% 20 212 20 10
2 37 (23) 34.8% 66.7% 12 66 0 5
3 28 (19) 100% 79% 15 116 7 8
4 32 (20) 90.9% 50% 11 82 7 11
5 25 (18) 88.2% 83.3% 17 106 3 9
6 28 (19) 100% 94.7% 18 120 2 12
7 35 (24) 100% 79.2% 19 163 2 18

Total 226 (147) 85.5% 68% 117 865 41 73

Table 3
Deductive coding results by interview transcript. Number in parentheses shows non-overlapping (Non-O) codes.

In the next stage, open coding on the selected excerpts is used to extend the ontology itself. Here,
we (1) compare the results from cumulative coding strategies (after one step of inductive coding) to
the codes from the study and (2) analyse the additional identified concepts/differences. The extended
ontology is available in the online repository.

The automated inductive coding generated 67 new ontology classes and properties, which we compare
to the 55 codes from the manual codebook. Table 4 shows the mapping between automated concepts
and manual codes:

Automated Ontology Class Manual Code(s) Match Type
Organisational Structures

:DataSteward Data Steward [PM/SP],
Data Steward [R]

Direct

:Library Library’s role Direct
:FrontOfficeUnit, :BackOfficeUnit Support implementation tips Instance

Activities and Support
:DMPAuthoring DMP implementation tips Direct
:DatasetCuration, :DataDocumentation Infrastructure usability Instance
:ProvideEthicsAndPrivacyReviewSupport Policy implementation tips Instance
:DeliverCarpentriesWorkshops Education Instance

Financial Support
:ProvideDataRefinementSmallGrants Funds Direct

Infrastructure
:RepositorySelection Choosing infrastructures,

Discovering infrastructures
Direct

:PerformSubmissionQualityChecks Infrastructure requirements Instance

Table 4
Overlap between automated inductive coding and manual codebook

The automated approach created formal class hierarchies implicit in the manual coding
(e.g., :OrganisationalUnit with subclasses :Library, :Faculty, :CentralAdministration).
Relationships between concepts were formalised (e.g., :administeredBy, :supportsActivity,
:hasTargetAudience) whereas manual codes captured these as implicit connections. Explicit classes
for :PhDStudents and :Researchers emerged, while manual codes distinguished perspectives with
[PM/SP] and [R] suffixes.

Conversely, the manual codebook captured a number of aspects not identified by the automated
approach: 13 codes focusing on experiences with various RDM aspects (e.g., “Experience with DMPs”,
“Experience with infrastructures”), 6 codes addressing motivations for (not) sharing/reusing data,
personal/community-related codes like “Colleagues in department”, “Peer-to-peer”, and “Trust in peers
and the community” as well as direct mentions of 4TU repository and specific implementation details



that were naturally not as prominent in the automatic approach since they primarily represent implicit
knowledge/focus of researchers.

Thus, the automated approach identified formal structural relationships and created reusable onto-
logical patterns, achieving approximately 35% direct and partial overlap with manual codes. However,
it noticeably missed subjective, experiential, and motivational aspects which human coders intuitively
capture.

8. Discussion

We have shown that, in a single automated, inductive coding pass, it is possible to identify and formalise
key structural codes within an ontology, replicating the results of inductive coding phases. While
the resulting codes are comparable to the use case (high precision of 85.5%), the automated approach
noticeably lacks in coverage (recall of 68%).

The relatively high precision achieved in deductive coding is dependent on exact and extensive
rdfs:comment annotations that capture definitions, coding guidelines, inclusion/exclusion criteria.
Although not included in this study, few-shot examples could also have a positive impact on precision.
This suggests that ontology engineers should invest considerable effort in creating detailed, stand-alone
natural language descriptions that go beyond minimal definitions. Also, such a perspective establishes
a new “consumer” of ontologies and of the ontology engineering process – language models that utilise
them as an interface for knowledge extraction, and suggests that future ontology engineering should
explicitly consider human-AI collaboration patterns.

Another advantage of the semantic web stack is the validation layer which prevents logically inconsis-
tent coding. In this regard, constraint definition (especially, SHACL) should be considered an essential
component of ontologies that could potentially be utilised for knowledge extraction or knowledge base
construction.

The recall results could be also attributed to the singular pass of generation. In this regard, the
few-shot, top-k, majority rule, cumulative, LLM-as-a-judge and agentic components are expected to
considerably improve it. Our results also show that subjective and experiential codes are less readily
captured automatically. Addressing these aspects may require additional strategies to guide the coding
process, including human-in-the-loop (HITL) approaches or retrieval-augmented generation (RAG).

Notable limitations of the performed case study include reliance on only one, closed-source LLM for
generation, potential data leakage (dataset published before the LLM training date), limited nature of the
golden standard used in the case study, basic nature of the precision/recall evaluation without a dedicated
ICR study and lack of an ablation study on the pipeline components or output normalisation via, e.g.,
aggregation, ensemble decoding and canonicalisation. Furthermore, while the iterative constraint
validation is implemented via a SHACL validation engine, the repair process is currently relying solely
on prompting. While such an approach is effective, more advanced repair techniques [61] are expected
to improve repair performance.

In general, the proposed approach reveals synergies between traditionally distinct fields. Qualitative
coding’s emphasis on iterative refinement aligns naturally with ontology evolution and refinement as
part of the ontology engineering methodologies [62]. In this regard, semantic web standards provide
the formalisation that qualitative methods often lack, and the definition of codebooks as ontologies is
well suited for their FAIR publication [63] and reuse in line with Linked Data Principles [64].

Finally, with regard to the replicability of qualitative coding, the contribution of coding automation
is twofold. On the one hand, the use of automatic coding tools enable automatic documentation and
protocol generation for the coding process, ensuring protocol adherence but also producing detailed
reproducible protocols. On the other hand, the precise definition of the initial configuration (initial
ontology, language model and hyper-parameters, coding pipeline) and the availability of reproducible
protocols enables direct and, potentially, automatic replication and sensitivity analyses with regard to
pipeline configurations, language model hyper-parameters, prompt engineering and ontology variations.



9. Conclusions

Our first contribution is to demonstrate that codebooks can be formally defined as and mapped to
ontologies, which enables LLM-supported knowledge extraction. In our use case, we created a domain
ontology directly from the manual codebook and demonstrated its practical utility in automated coding
of the case study interviews.

Then, we have created pipelines for deductive and inductive ontology-driven and LLM-supported
coding which incorporated validation steps, and implemented the pipelines as an open source automatic
coding tool. As a supporting resource to linking instances and statements in the generated coding
knowledge graph, we have created the minimal linking ontology defining relationships between text
excerpts/codes, extracted instances and statements.

Following the framework of the case study, we have evaluated the performance of the pipelines on
case study interviews, testing both deductive and inductive automated coding phases and comparing
them to the manually coded gold standard of the case study. We have demonstrated the general
feasibility of ontology-mediated qualitative coding, with potential implications for both qualitative
research methodology and ontology engineering practices. By design, the quality of the resulting
knowledge base depends on the quality of the domain-specific ontology itself, as well as the associated
constraints used for validation and repair of violations.

Future work

In addition to the need for a more robust pipeline design and a more robust, extensive evaluation
(addressing limitations discussed in Section 8), one clear avenue for future work aimed at evaluat-
ing the reliability of the technique, consequently, facilitating adoption is defining a benchmark for
evaluating automated qualitative coding pipelines, which would include source data, codebooks, domain-
specific ontologies, coding tasks (deductive, inductive, mixed) and coding gold standards, as well as
considering aspects that underpin trust in the coding process, such as transparency, explainability and
interpretability.

A number of improvements on the coding pipeline mentioned in Section 8 could be implemented
before a comprehensive evaluation on a larger benchmark dataset is attempted. In this context, a
framework for the ICR evaluation of the structured coding results (coding knowledge graph) has to be
established, which will include the definition of the level of reliability testing (triple-level, entity-level,
code-level evaluations), the semantic matching criteria and adaptations to the conventional ICR metrics
(especially, in the context of collaborative/agentic coding with multiple LLMs). Finally, while general
synthesis of the coding results, even in inductive case, remains outside the scope of current work it is
an ambitious and logical future direction for qualitative coding automation.
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