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Abstract

Many modern research works in the field of music recommender systems (MRSs) evaluate performance by song
ranking accuracy in offline data splits. Although this paradigm matches widely adopted methodology in the
broader recommender systems research community, in this work we argue that it neglects key considerations
relating to musical artists. In particular, we show that there are significant differences in the ability of MRSs
to successfully predict songs by artists which are known to the user and to predict those by artists which the
user has never listened to before. Through analysis of content-based, collaborative filtering, and hybrid MRSs
in warm and cold settings, we illustrate that this discrepancy can lead to misleading conclusions about model
capability, especially given that successful recommendations of new artists are particularly valuable to the MRS
user experience and to producing fairer outcomes for less popular artists. To highlight this issue, we demonstrate
that a simple heuristic method based only on personalized artist filtering can achieve the strongest performance
according to standard evaluation protocol. We then describe a novel MRS evaluation scheme which accounts for
a user’s artist interaction history, allowing for more nuanced analysis of MRS predictive capability. Finally, we
provide an illustrative example of how this method can be applied to MRSs which incorporate artist metadata.
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1. Introduction

As the providers of musical content, artists are key stakeholders in digital music platforms [1]. While
most public music interaction datasets include artist metadata (e.g. Last.fm listening histories [2, 3, 4]
or streaming platform playlist data [5, 6]), there is no single strategy in existing music recommender
system (MRS) research for incorporating this information into model design and evaluation. Some
studies focus on artist-level recommendation [7, 8, 9, 10, 11] or similarity [12, 13, 14, 15, 16] as their
primary MRS task. However, most MRS works address song-level recommendation: while some leverage
artist metadata to learn improved representations of musical audio for content-based MRS [17, 18, 19],
enrich song representations [20, 21], or add artist nodes to MRS knowledge graphs [22, 23, 24], many
(e.g. [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35]) do not consider artist information at all.

Furthermore, even the song-level MRS studies that integrate artist data into their model design
or training regime rarely consider it explicitly in their evaluation protocols. In MRS research, as in
recommender systems literature more generally [36], the prevalent paradigm for model evaluation is
measuring accuracy in offline scenarios; other than a handful of works which conduct user studies
[27, 29], this is true for all of the papers referenced above. This method is widely adopted because
it facilitates easier comparison of different MRS methods, especially in academic research settings
where access to resources or large user populations for user studies or online testing may be limited.
In song-level MRSs, offline evaluation involves splitting either songs or user-song interactions into
disjoint training, validation, and test sets. After training, models are evaluated by their ability to
rank songs which a user might be interested in, with metrics such as recall and precision calculated
based on the held-out interactions from the validation or test set. This data splitting is typically done
entirely at random, although some works take a temporal approach [37], e.g. using the most recent
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10% of interaction data as a test set [31]. Artist-related data leakage during this process has long been
recognized as a potential pitfall in MRS [7, 38] as well as in other music information retrieval tasks such
as genre classification [39, 40]. However, with a few exceptions [8, 41], song-level MRS studies do not
take artist information into account when creating these data splits or in calculating ranking accuracy.

In this paper, we argue that this artist-agnostic approach to MRS evaluation is flawed and has
significant implications for measurement of MRS performance. Our motivation for this work stems
from an unexpected finding in our recent study [19]: in that paper, we evaluate several contrastive
pre-training regimes for music representation learning with weak supervision from metadata in the
Melon Playlist Dataset [6]. When evaluating downstream MRS performance via nearest neighbor-based
playlist continuation, we find that models trained using artist co-occurrence (Artist CO) consistently
achieve the highest recommendation accuracy. In particular, they surpass competing models trained
directly using playlist co-occurrence (Playlist CO), where positive contrastive pairs consist of songs
which share a playlist. This result contradicts the naive expectation that Playlist CO models would be
better at playlist continuation because their training regime aligns most closely with this task,! pointing
instead to a wider issue in the evaluation setup.

In this study, we generalize these results on the Music4All-Onion dataset [42], expanding our analysis
to include collaborative filtering and hybrid MRSs. We show that, in the standard evaluation scenario,
the vast majority of the correct suggestions by these MRSs come from artists that the user has already
listened to. This can lead to misleading conclusions on the system’s effectiveness, especially given
the value of novelty and diversity in MRSs [43, 44, 45]. In particular, as noted by van den Oord et al.
in a seminal early work in deep content-based MRS [25], ‘recommending songs by artists that the user
is known to enjoy is not particularly useful’? To emphasize the severity of the issue, we show that a
simple heuristic approach based on personalized artist filtering outperforms state-of-the-art methods
in standard accuracy metrics in both cold and warm scenarios. We discuss the implications of these
findings on MRS fairness from the artist perspective, and propose a novel MRS evaluation framework
to ensure robustness against this issue. Finally, we show the value of this framework by illustrating
how it aids in evaluation of an MRS which directly incorporates artist metadata.

2. Preliminaries

2.1. Problem Statement and Notation

In this paper, we focus on song-level MRSs, where the system is trained with interactions between a set
of users % and a set of songs &. The task of a song-level MRS is to predict preference scores P,, ; of user
u € % for each song s € &, with higher scores indicating higher interest of  in s. Each song s has an
associated artist set a,, with </ the set of all artists. We assume that & has been divided into warm and
cold subsets & and &, with only the warm songs appearing in the training data. Each u € % has a set
of historical interacted items &, C " and interacted artists &/, = |, s, ds- We refer to artists a € &,
as u’s known artists, while all other artists in &/ \ &, are unknown artists for u. While in this work we
let &, be all songs a user has interacted with, our insights also hold for other forms of interaction data,
such as individual listening sessions or playlists.

We define the popularity pop(s) of song s as the number of users that have listened to s. We measure
the affinity aff,(a) of user u for artist a as the number of songs by a which u has listened to.

!One possible explanation for this finding is that, in contrast to songs by the same artist, the audio content of playlists is too
diverse for the model to learn effective representations; however, the fact that Playlist CO and Artist CO achieve similarly
strong performance in downstream tagging [17, 19] casts doubt on this hypothesis.

*We acknowledge that there are clear exceptions to this statement, especially given that repeat listens are common in music
consumption [46]. In particular, it is less applicable in online evaluation [47] or in offline sequential or contextual MRSs. In
these settings, the aim is often to suggest ‘the right music at the right time’ [48] based on both current session activity and
long-term user preferences, which means that recommending a known song or artist can be much more valuable.



Table 1
Warm and cold split statistics for the used subset of Last.FM interaction data from Music4All-Onion.

Full Data Warm Cold
Training  Validation Test Validation Test
Users 8,807 8,807 8,281 8,302 8,448 8,447
Songs 43,886 35,108 28,333 28,295 4,389 4,389
Artists 8,627 7,790 6,685 6,619 2,515 2,513
Interactions 1,510,034 965,492 120,680 120,685 151,983 151,194

2.2. Data

We choose Music4All-Onion [42] (M4A-Onion) as our primary source of interaction data for this work,
as it contains both Last.fm listening histories [4] and corresponding audio clips from Music4All [49] for
generating audio content representations. Although M4A-Onion contains song features in many other
data modes, we choose to only consider a single modality (namely, audio) to simplify the implementation
of our chosen content-based and hybrid MRSs. The audio representation models considered are self-
supervised method MusicFM (MFM) [50] and the Playlist CO (PCO) and Artist CO (ACO) models [17]
trained using the Melon Playlist Dataset [6] as in [19] with the short-chunk CNN backbone [51].

To filter the interaction data, we first exclude skipped songs, where, as in [33], we consider a song
skipped if the next song starts within 30 seconds. Then, following [32], we only consider interactions
from 2018 and users from age 10 to 80. We then remove user-song interactions that only occur once
and perform 5-core filtering on users and songs.

2.2.1. Data Splitting

We follow a standard fully random splitting procedure in our main analysis, and discuss potential artist-
related modifications in Section 4.1. We also split the data to facilitate analysis of model performance in
both cold and warm item scenarios. Following existing works which also tackle both problems [52], we
first divide the songs & in an 80:20 ratio into warm (S§") and cold (8€) subsets, then further divide §¢
50:50 into cold validation and cold test songs. The interactions corresponding to these songs make up
the cold validation and test sets. All user-song interactions relating to the songs in §™ are then split
80:10:10 into warm training, validation, and test sets. Statistics of these splits are in Table 1.

2.3. Models

To demonstrate the wide applicability of our concerns, we consider content-based, collaborative filtering,
and hybrid models in our analysis. Our content-based method is ItemKNN [53], which calculates user
preferences based on similarity in our audio content vectors. Our collaborative filtering models are
BPR-based matrix factorization (BPR-MF) [54] and XSimGCL [55], a state-of-the-art graph-based
approach. For our hybrid model, we adopt CLCRec [56], which addresses both the warm and cold
scenario and has been used in several recent MRS studies [18, 32]. For ItemKNN, we test performance
with the content vectors output from each audio representation model mentioned in Section 2.2; in some
contexts, we refer to the ItemKNN results by the names of these audio representations for brevity (MFM,
PCO, ACO). We implement CLCRec with MusicFM [50] feature inputs. We conduct hyperparameter
tuning based on the ranges described in the original papers, and set the embedding dimension at 64 for
all models.

2.3.1. Personalized Artist-Based Filtering

Aside from the above methods, we also introduce a Personalized Artist-Based Filtering (PAF) heuristic
for song-level recommendation based only on user-artist interaction history and item popularity. Given
a user u and song s, PAF preference scores are defined as:
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Figure 1: Total successful song recommendations at k = 20 across all users for each model on warm and cold
test sets, split by whether the user has previously listened to the song’s artist.
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For warm items, the preference score is the song’s log-popularity multiplied by the user’s affinity for
the artist. For cold songs, popularity is not available, so we use a uniformly sampled random number
between 0 and 1 as a ranking tie-breaker for songs with the same affinity. We note that PAF preference
scores are zero for any song where the user has not listened to its artist, i.e. this approach will only
suggest songs by artists that the user has already listened to.

3. Analysis

In this section, we examine the performance and behavior of our chosen models after overlaying artist
information, and discuss the implications of our findings on MRS evaluation.

3.1. Hits

We first investigate overall model performance in Figure 1, displaying the total number of successful
song recommendations (i.e., hits) split by whether the user has previously listened to that song’s artist.
We include full ranking metrics (namely, NDCG and Recall) below in Section 4.

We observe that, in both the warm and cold scenario and across all models, the vast majority of hits
come from artists which are known to the user, i.e. songs s where a; n &, # @. We can now explain
how Artist CO outperforms Playlist CO in [19]: its additional hits come entirely in the known artist
category, matching with its training objective of aligning audio representations of songs by the same
artist. Meanwhile, Playlist CO is equal or superior for unknown artists, as would be expected given
that its positive contrastive pairs are much more diverse.

There is an analogous trend in the collaborative filtering methods: XSimGCL achieves significantly
more hits than BPR-MF, but almost all of the difference comes from known artists. Graph-based methods
like XSimGCL are widely adopted due to their ability to exploit collaborative data more effectively, but
these results suggest that, in a music context, this gain may come primarily from successfully suggesting
songs by artists the user has previously interacted with. An investigation of the mechanism by which
graph convolution amplifies these artist preferences is an avenue for future work.

Finally, we note that our purely metadata-based PAF method achieves the highest number of hits in
both warm and cold contexts. However, by definition, none of these songs are by artists new to the
user. We discuss the implications of this finding in further detail in Section 3.3 below.
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Figure 2: Percentage of predictions and hits from a user’s known artists, averaged across all users. The dashed
reference lines indicate the average percentage of songs by known artists in the warm and cold test sets.

3.2. Model Behavior

In Figure 2 we provide further insight into the artist-related predictive behavior of our models. In
visualizing the proportion of hits and predictions by known artists, we can see that the known artist hit
proportions for all models are above the proportion of known artists in the warm and cold test sets.
In other words, songs by known artists are consistently over-represented in the model’s successful
recommendations. However, with the exception of PAF, the opposite is true of the model’s predictions,
which contain significantly lower proportions of songs by known artists.

The disparity between known artist proportions of predictions and hits is particularly prevalent in the
ItemKNN models. This suggests that similarity in the chosen audio features cannot discriminate very
effectively to capture user preferences, with successful predictions instead appearing to rely primarily
on artist sonic coherence or other artifacts (e.g. similarities in mixing) which lead to high intra-artist
similarity. This ‘artist effect’ is well-established in audio similarity applications [38], although its impact
is exacerbated by the Artist CO training process.

The gap between known artist predictions and hits is less severe for the trained models, but still
significant. XSimGCL’s graph-based training also appears to increase its tendency to predict known
artists, going some way to explain the finding in Section 3.1. In the cold data, CLCRec has similar
prediction proportions to the ItemKNN models, but a lower proportion of hits by known artists. This
suggests that the combination of collaborative training and content information can help to increase
performance for unknown artists.

3.3. Discussion

The above results illustrate that there is a significant difference in the quality of recommendations
between songs by artists known to the user and unknown to the user. There is some analogy between
our scenario and analysis of popularity bias, where there are also two categories of items (namely,
long-tail and popular items) with drastically different levels of performance. In such contexts, bias can
be amplified by the fact that long-tail and popular items are recommended in a single top-k ranked list,
as long-tail items are blocked from top ranking spots by popular items [57], i.e. they are underexposed
to users [58]. However, the results in Figure 2 suggest that exposure is not the primary issue for songs
by unknown artists, as these make up the majority of model predictions in most cases.

Instead, our findings reflect the intuition that correctly recommending songs by unknown artists
is simply a much harder task than suggesting songs by artists a user is familiar with. As shown in
Figure 2, over 65% of targets in the warm and cold test sets come from songs by known artists, but the
precision of such recommendations will be significantly higher because the candidate pool is much
smaller. This is clearly demonstrated by the fact that, by focusing only on songs by known artists,
our simple PAF method has the most hits of any model by a wide margin. As noted in Section 1 and
in [25], such metadata-based suggestions lack novelty and will potentially be less valuable to users;
yet, according to standard evaluation protocol (cf. Table 2), PAF achieves the best results, showing that
evaluating song-level MRSs by overall performance alone obfuscates important information about which



recommendations are being made successfully. In Section 4 below we describe a simple adjustment to
ranking-based evaluation which disentangles known and unknown artist performance, allowing for
more nuanced analysis of MRS performance.

3.3.1. Artist Fairness

Aside from potentially degrading overall recommendation quality, MRS hits being dominated by known
artists can also lead to inequitable outcomes for less popular artists. In previous interview-based
studies [59, 60], artists describe the difficulties of reaching their intended audience via algorithmic
suggestions. This may be due to lack of exposure, which previous works show is a key challenge for
less popular artists in collaborative filtering contexts [61, 62]. However, a further concern is raised
by our analysis above: if an MRS has poor accuracy for artists that a user has not listened to, then its
ability to produce successful recommendations for artists with small listener bases will likely be limited.
Even if exposure is not an issue, and an artist’s songs are recommended to many users, their audience
will not grow unless those users are likely to enjoy their music. Determining an MRS’s ability to
successfully recommend songs by unknown artists is therefore an important step in ensuring that its
suggestions are more fair. However, if model evaluation is based primarily on overall recommendation
accuracy, then the ‘best-performing’ model may be one which mainly succeeds at recommending known
artists, thereby harming less popular artists and reducing overall fairness.> Given that users are more
satisfied with recommendations when they believe them to be fair [63] and that increasing fairness via
bias mitigation methods can improve perceived recommendation quality [45], these concerns further
motivate an alternative evaluation protocol which treats known and unknown artists separately.

4. Artist-Based Evaluation Protocol

4.1. Strategy

Based on the above insights, we now elucidate a evaluation framework which provides clearer under-
standing of the relative strengths and weaknesses of MRSs from the artist perspective. Given a user u,
the standard evaluation protocol involves calculating accuracy metrics on a single top-k list, where songs
s are ranked by their predicted preference scores P, ;. We propose to split this list into songs by artists
known to u and artists unknown to u, and calculate ranking metrics on each list separately. This method
is somewhat similar to evaluating model performance separately on warm and cold songs; however,
these are global classifications, while known artists are specific to each user. By separating these two
categories, we ensure that our ability to evaluate model capacity for unknown artist recommendations
is not drowned out by the more straightforward recommendation of known artists.

We note that this evaluation strategy can be applied more effectively if it is taken into account at
the data splitting stage, as this will ensure that there are sufficient examples in both categories for all
users. Furthermore, if an overall evaluation approach is still required for the application at hand, this
adjustment to data splitting will also ensure that unknown artist performance has a bigger influence
on overall ranking metrics. We chose not to take this approach in this work so that the analysis in
Section 3 would more accurately reflect the current standard methodology. As shown in Figure 2, about
a third of holdout targets are from unknown artists, so even without this step there is still a statistically
significant sample in this category. In some contexts, it may also be useful to consider a third category
of artists which are unknown to all users, so that performance or fairness for brand new artists can also
be evaluated. We leave this challenge to future work.

*We note that improving net unknown artist performance is not a sufficient condition to improve artist fairness; it may be
that the model only improves in suggesting popular artists to users who have not listened to them yet, and still neglects less
popular artists. However, these insights provide another dimension by which artist fairness may be analyzed in future work.



Table 2
Warm and cold test set NDCG@20 (N@20) and Recall@20 (R@20) for our models across different
evaluation sets. The best result in each metric is bolded, and the second-best is underlined.

ItemKNN BPR-MF  XSimGCL CLCRec PAF
MFM PCO ACO - - MFM -

N@20 0.0375 0.0324 0.0427 0.1048 0.1624 0.1301 0.1697
R@20 0.0365 0.0333 0.0428 0.1157 0.1672 0.1397  0.1874
Warm Knoyvn N@20 0.1012 0.1045 0.1192 0.2021 0.2586 0.2243 0.2279

Artist R@20 0.1251 0.1300 0.1483 0.2765 0.3284 0.2958 0.3021

Overall

Unknown N@20 0.0035 0.0045 0.0043  0.0455 0.0496 0.0510  0.0000

Artist R@20 0.0062 0.0076 0.0068  0.0694 0.0715 0.0749  0.0000

Overall  N@20 00783 0.0688  0.0861 - - 0.0595  0.1257

R@20 0.0655 0.0615 0.0763 - - 0.0600  0.1596

Cold Known ~ N@20 01936 0.1975 0.2209 - - 0.2216  0.1644
Artist R@20 0.2029 0.2144 0.2412 - - 0.3143  0.2479

Unknown N@20 0.0125 0.0152 0.0129 - - 0.0256  0.0000

Artist R@20 0.0188 0.0226 0.0194 - - 0.0392  0.0000

4.2. Results

We display in Table 2 the resulting ranking metrics for warm and cold songs on the standard (Overall)
ranking list, alongside our new Known and Unknown Artist splits. Looking first at the Overall results,
we see that PAF scores highest, with an especially large margin on the cold test set. This fact alone
illustrates the limitations of only considering standard overall splits, as PAF’s ability to produce diverse
and novel recommendations is severely limited. As discussed in Section 3.1, Artist CO appears to be
superior to the other two audio representations for ltemKNN and to CLCRec in the cold data, while
XSimGCL significantly outperforms BPR-MF and CLCRec in the warm setting.

However, a different story emerges when we examine the results of our new artist-based splits.
First, we see that PAF is no longer the top-performing method when we restrict predictions to known
artists, with XSimGCL and CLCRec surpassing it (in warm and cold settings respectively) once the
lower-precision unknown artist predictions are removed from their top rankings. For unknown artists,
Playlist CO now performs best for ItemKNN, and CLCRec beats out XSimGCL in the warm set, with the
gap between BPR-MF and XSimGCL also narrowing significantly. In the cold set, the ranking order of
models effectively flips from the Overall setting: CLCRec performs best by a 68% margin in NDCG@20,
and Playlist CO moves from second-last to second place.

These results illustrate the value of our proposed evaluation protocol, and reveal that models which
may be discounted based on overall performance are actually the most useful in the harder task of
recommending songs by artists unfamiliar to a user. In the following section, we describe a brief case
study for this approach, showing its applicability to methods directly incorporating artist information.

4.3. Example Use Case

Suppose we want to enhance our ItemKNN method for cold songs by leveraging artist metadata. Follow-
ing previous works in artist similarity [12, 13, 16], we can generate an artist’s content representation by
averaging the feature vectors of their songs. Then for any song s we have its feature vector x; and the
corresponding content vector x,_for its artist(s). Standard ItemKNN uses cosine similarity sim(x;, x;)
between the feature vectors to measure the similarity f(s,t) between two songs s and #; we can augment
this method with artist information by calculating f(s,t) = sim(xy, x;) + « - sim(x,, X,,), where ais a
balance weight controlling the emphasis placed on artist similarity.

We plot the impact of varying this artist weight « in Figure 3. If we only consider overall results,
adding artist similarity appears to significantly improve model performance. However, we can see
from the other metrics that this benefit is limited to known artist predictions, with ranking quality
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Figure 3: Results for [temKNN in our audio feature vectors across various metrics on the cold test set, plotted
against the weight given to artist similarity in the song-song similarity calculation.

for unknown artists degrading for higher values of . This aligns with our discussion in Section 3.2 of
the artist effect, i.e. that similarity in audio content vectors is a poor predictor of inter-artist similarity
for MRS applications. Furthermore, this method increases the proportion of known artists in overall
ranking lists; as illustrated by PAF in Section 3, this can artificially increase overall performance without
providing significant additional value to the user. This example shows how measuring known and
unknown artist performance separately can allow for more informed evaluation of novel MRS methods.

5. Conclusion

In this paper, we demonstrate that standard methods for offline recommender system evaluation have
notable limitations in MRS applications. We show that MRSs across content-based, collaborative
filtering, and hybrid paradigms exhibit significant differences in performance when recommending
songs by known artists versus those by artists that a user has never previously listened to. Although this
disparity is not surprising in itself, it brings into question the value of standard accuracy measurements
dominated by much ‘easier’ known artist predictions, which may be less valuable to the user due to lack
of novelty. To emphasize this point, we show that our PAF heuristic method achieves the best results
according to standard evaluation procedure, despite only recommending a user’s known artists. To
address this issue, we propose a novel MRS evaluation strategy, where ranking metrics are calculated
separately for each user on their target lists of songs by known and unknown artists. We show that this
approach allows for more nuanced interpretation of model performance in warm and cold settings, and
that it is particularly useful when integrating artist metadata into model design.

In future work we plan to build on these insights and explore how MRSs can be designed specifically
to improve unknown artist performance. This may also allow for improved personalization of model
suggestions: one possible approach, similar to calibration methods in popularity bias mitigation [64],
would use the top candidate songs by known and unknown artists to produce a combined list of
suggestions where the proportion of unknown artists matches a user’s historical appetite for new artist
discovery. We also acknowledge that our method is perhaps overly simplistic in its classification of
artists as ‘known’ or ‘unknown’ to a user, and that the interaction characteristics of a user’s most-
listened artist and an artist they have heard only once may be very different. Future research will
explore what further insight may be gained by investigating the relationship between user-artist affinity
and model evaluation at different levels of familiarity.
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