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Abstract 
The work is devoted to resolving the contradiction between the speed of modeling nonlinear dynamic 
objects and the accuracy of constructing models in the form of neural networks. The purpose of the work 
is to reduce the time required to build nonlinear dynamics continuous-time models in the form of neural 
networks while ensuring the specified modeling accuracy. This purpose is achieved by developing a 
modeling method based on the superposition of a set of pre-trained neural networks (support models) that 
reflect the main properties of the subject area. The scientific novelty of the developed method lies in using 
pre-trained neural networks with time delays as support models for modeling nonlinear dynamic objects. 
Unlike existing pre-training methods, the developed method allows building simpler models with reduced 
training time while ensuring the specified accuracy. The practical benefit of the results of the work lies in 
the development of the support models method algorithm, which allows significantly reducing the training 
time of neural networks with time delays without losing the accuracy of the model. 
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1. Introduction 

The current stage of modeling development, which is mainly based on using intelligent technologies, 
is marked by a number of requirements from practice both for high accuracy of models and for the 
speed of their construction [1]. 

Achieving high accuracy of nonlinear dynamics continuous-time modeling today is carried out 
through using machine learning methods, in particular, neural networks (NN) [2-4]. However, 
applying such methods is often associated with high computational complexity, which leads to 
significant time spent on building models [3-5]. 

The problem of increasing the speed of modeling remains one of the most urgent, especially in 
industries related to the personalization of models, which must adapt to changes in user behavior or 
the environment (e.g., in authentication tasks, biomedical applications, human-machine systems), 
while operating in real time [6, 7]. 

It should be noted that various approaches are being actively researched as part of efforts to 
accelerate NN learning. The most common of these are based on regularization and normalization 
methods, which promote faster convergence and reduce the likelihood of overfitting [8]. Popular 
experiments include activation functions aimed at reducing computational complexity and [9] model 
construction time [10] and experiments on optimizing NN architecture (LSTM, RC networks, etc.), 
which demonstrate a significant reduction in training time while maintaining high performance for 
dynamic systems. These studies emphasize the ongoing search for methods to improve the efficiency 
and speed of building intelligent models. One of the common approaches to accelerating the process 
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of building an NN is pre-training [11]. Pre-trained models can be quickly adapted to new tasks, 
making them an effective tool in reducing simulation time. 

This direction seems promising in modeling objects with a high degree of internal complexity 
and interaction, first of all, nonlinear dynamic objects [2]. At the same time, there is a significant 
lack of studies in the field of NN pre-training that simulate the nonlinear dynamics of continuous 
objects. 

The purpose of the work is to reduce the time for building nonlinear dynamics continuous-
time models in the form of NN while ensuring the specified modeling accuracy by developing a 
method based on the NN models pre-training. 

To reach this goal, the following tasks were formulated. 
1. Development of the modeling method based on pre-training by superposition of a set of pre-

trained NN (support models) reflecting the basic characteristics of the subject area.  
2. Building of support models in the form of NN reflecting the basic nonlinear and dynamic 

characteristics of the subject area. 
3. Study of the speed of modeling complex nonlinear dynamics using the developed method of 

support models. 

2. Problem statement 

The approach to pre-training NN in practice faces a number of significant limitations [12, 13]. A 
characteristic feature of the pre-training process is a significant time spent on building a general 
model [14-16].  To achieve the purpose of the study, it is necessary to invent a way to accelerate the 
construction of general models of nonlinear dynamics. The formal formulation of the problem of 
accelerating the construction of general models of nonlinear dynamics based on pre-training of NN 
is as follows. 

Let S be the domain for which there is enough labeling data NS (DS dataset): 

DS={(xi
S, yi

S)}, (1) 

where xi
S is a vector of independent variables, yi

S is the corresponding target variable (label), 
i NS. 

Let f S be the general NN model with S parameters, which is trained on DS dataset. 
Let T be the target task in the subject area S, for which there are marked-up data of limited NT 

size  (DT dataset): 

DT={(xj
T, yj

T)}, (2) 

where xj
T is the vector of the independent variables, yj

T is the corresponding target variable (label), 
j NT. 

Let f T T parameters, trained on DT dataset, which ensures the 
accuracy E T and the duration t T of target model training. 

S of the general model. Using them as starting values T0 
during training, the target model f T, a specified accuracy level E T is achieved in the minimum time 
t T: 

0 θ θ(θ θ ( )  ): ,
T

T T

T S T T
t

j j Targ min L f y E


= =x  (3) 

where LT is the loss function adopted for the target model. 



3. Method of support models 

3.1. The method of support models 

To accelerate the construction of general models of nonlinear dynamics, a new approach is proposed 
in the work.  It consists in using a set of separate pre-trained NN (support models), each of which 
reflects separate basic characteristics of the domain.  

To construct a set of support models, a set of support datasets DRk is used (k g, g is the number 
of basic characteristics of the domain). Each of the support datasets DRk describes a separate basic 
characteristic of the domain. On the basis of these datasets, support models f Rk with the parameters 

Rk are built. By combining support models that reflect the characteristics of the target problem, a 
general model f S is built. It has a set of specified properties (nonlinear and dynamic). The target 
model f T S, DT) is built by pre-training the general model f S obtained on the basis of the set of 
support models f Rk on the DT dataset. 

This approach allows to preserve the advantages of pre-training, since support models obtained 
once can be repeatedly used for different domains and target tasks, significantly reducing the total 
time and resources for training models without collecting additional data [17-19]. 

The structural scheme of the training process based on support models is presented in Fig. 1. 

 

Figure 1: Structural diagram of the training process using support models 

The algorithm of the suggested method consists of the following steps. 
Step 1. Selection of basic domain properties and formation of a set of datasets DRk reflected the 

selected properties. 
Step 2. Construction of support models set f Rk in the form of separate NN corresponding to the 

established properties of the domain. Training of built models based on the generated datasets DRk. 
Step 3. Determination of the list of p properties of the target problem from the set of g basic 

properties of the domain and construction of the general model f S based on the superposition of the 
corresponding support models f Rh (h p, p g) obtained in Step 2. 

Step 4. Training of the target model f T S, DT) based on the general model f S obtained in Step 3. 
Step 5. Determination of the accuracy indicators E T and training time t T of the target model f T. 

In case of unsatisfactory quality indicators of the target model f T, the control transfers to Step 2 to 
Rk of the support models f Rk, and, if necessary, to Step 1 to correct the set of 

basic properties of the domain and the set of datasets DRk, reflecting the selected properties. 

3.2. Selecting the basic properties of the domain for forming datasets 

The basic properties of the domain in the work are understood as the characteristics of objects that 
reflect the essential features of their behavior. These properties can include real or abstract 
parameters that are important for solving the modeling problem [20]. 



The procedure for selecting the basic properties of the domain and generating datasets DRk 
reflecting the selected properties is as follows. 

1. Defining the range of tasks to be solved in a given domain; analyzing properties that are 
important for objects in a given domain, significantly affect the results of modeling and should be 
taken into account when forming the dataset DS. 

2. Determination of signal types (for example, periodic, random, pulsed) that best reflect the 
properties of the objects under study.  

3. Formation of the dataset DS based on the list of basic properties of the domain established in 
paragraph 1, the set of input signals and reactions of the object formed in paragraph 2. 

4. Segmentation of the dataset DS into separate datasets DRk according to the defined list of basic 
properties of the domain. 

In the above sequence of steps, the task of determining the type of signals that best reflect the 
properties of the object under study remains the least formalized. Automating the selection of 
support models is crucial for scaling the method to complex, multidimensional dynamical systems 
and bridges the gap between human intuition and automated processing, allowing the application of 
machine learning methods for objective identification and segmentation. 

To automate the selection of support models, improve the reproducibility and reduce the 
subjective factor of the support model method, this paper proposes two approaches: input data 
clustering [21] and feature contribution analysis [22]. 

1. Clustering-based approach: to automatically segment the overall DS dataset into DRk subsets 
that clearly demonstrate elementary properties of the object under study. 

2. Feature contribution analysis approach: to identify and quantify the underlying properties of 
the subject area Pk. 

3.3. Determination of the structure of support models and their pre-training 

To modelling nonlinear dynamics, the work uses time-delayed NN (TDNN) [23]. Due to their 
simplicity and versatility, TDNNs are most widely used in modeling problems of nonlinear dynamic 
objects. In practice, the TDNN structure is most often used, consisting of three layers: input, hidden, 
and output [24]. The size of the layers in this TDNN structure is determined as follows: 

• the input layer consists of M neurons and is responsible for the memory (dynamic 
characteristics) of the model, 

• the hidden layer consists of K neurons and is responsible for the nonlinear characteristics of 
the model, 

• the output layer contains the number of Y neurons, which is equal to the number of outputs 
of the model. 
 

For each support model, a labeled data set DSi={(xPk
Hj(t), fVi[xPk

Hj(t)])} is formed based on the signals 
x(t) at the input of the object and the responses y(t)= fVi[x(t)] at its output. Typical signals are often 
used as input signals: impulse x(t)=a (t), step x(t)=a (t), linear x(t)=at, and harmonic x(t)=a sin(t) 
signals of various amplitudes a ∈ (0, 1]. Time delays at the input are implemented through shifts in 
time series and the inclusion of previous values in the input vector.  

The main steps for implementing time delays and forming a training sample are as follows: 
 
• Step 1. Selecting the number of delays. Determine the number of delays M that will be used. 
• Step 2. Forming the input vector. For each time moment tk, the input vector is formed as a 

sequence of current and previous values (2.1). 
• Step 3. Transferring delays to the network. Each formed input vector is transmitted to the 

input layer of the neural network, where it is processed as a regular input. 
 

The algorithm for forming a training sample with time delays in pseudocode is shown below. 



 
Algorithm 1: time_delay 
1: Input: DSi, M, x(t), y(t) 
2: Output: x, y 
3: foreach DSi as x(t), y(t) 
4:     for k =0, ..., T-M+1 do 
5:        xk x(tk), x(tk ), x(tk ), ..., x(tk M+1)] 
6:        yk  y(tk) 
7:    end for 
9: end foreach 

3.4. Construction of a general model based on the superposition of the 
corresponding support models 

After completing the process of pre-training the set of support models f Rk, a general model f R is built 
on their basis. This model is composed of a set of p support models f Rh that correspond to the 
available basic properties of the object. The selection of support models that reflect the basic 
properties of an object is generally subjective. To reduce subjectivity and increase the reproducibility 
of the selection of support models, it is advisable to use methods of clustering input data or feature 
contribution analysis. 

After completing the preliminary training process for the family of support models that 
correspond to the existing basic characteristics of the object, a rough model f S(DS) is constructed 
based on them. Assuming that the general f S and support f Rk models are constructed in the form of 
NN with the same structure (dimension of the parameter vector dim S)=dim Rk)), the definition of 
the general model is reduced to calculating the arithmetic operations on corresponding components 

Rk.  
At the same time, several approaches to the superposition of support models are considered: 

• additive superposition is used when each support model is responsible for independent 
aspects of the system (e.g., dynamics and environmental impact). The outputs of the support 
models f Si(DSi) are determined based on the calculation of the arithmetic mean of the 
corresponding components of the parameter vectors of the support models Sv: 

1

θ θ
1i i

S Rk

h

kh =

=   
(4) 

where i are the indices of the corresponding elements of the vectors of the 
S Rk models. 

• multiplicative superposition is used in the case of interacting processes (e.g., where some 
processes modify others). In this case, the outputs of the support models f Sv(DSv) are 
multiplied: 
 

1

θ θ
b

v

i

S S

v

i

=

=  
(5) 

• combined superposition methods use complex combinations of support models, such as 
weighted sums of outputs of nonlinear functions to combine the outputs of several models, 
the application of nonlinear functions to the outputs of individual models, etc. Such methods 
include determining the parameter vector S of the approximate model as the maximum 
value among the corresponding components of the parameter vectors of the support models 

Sv: 
 



,θ ) 1,θ(i i

S Svmax v b= =  (6) 

 
Thus, the advantage of forming an approximate model using the support models method is the 

absence of a training procedure, which reduces computational complexity and significantly speeds 
up the process of building an approximate model. At the same time, the dimension of the 
approximate model f S (the dimension of the parameter vector S) remains the same as in the base 
models, i.e., the complexity of the approximate model does not increase. Another advantage of 
forming a general model using expressions (4)-(6) is the absence of a training procedure, which 
significantly speeds up the process of constructing a approximate model. 

The algorithm for synthesizing a general model based on the superposition of support models is 
given below. 

 
Algorithm 2: general_model_sp 
1: Input: V, H, P, f (DSi), DSi, M, K 
2: Output: f (DS) 
3: foreach V as Vi :f (DSi) 
4:     DSi dataset_formation(Vi, H, P, DSi) 
5:     f (DSi init(M, K) 
5:     f (DSi train[f (DSi), time_delay(DSi)] 
6: end foreach 
7: for i =1, ..., v do 
8:        f (DS sp[f (DSi)] 
9: end for 
 
Here, the init function initializes the model structure, train function learns the model, time_delay 

function forms a dataset with time delays, sp function perform a superposition of support models 
according to one of expressions (4) (6). 

4. Experiment setup 

The study of the support models method is carried out on the example of a nonlinear dynamics test 
object. A simulation model of a test object in the form of a sequence of a nonlinear link with 
saturation and a dynamic link of the first order [23, 24] is shown in Fig. 2. 

 

Figure 2: Test object simulation model 

As typical characteristics from the set of properties of the domain of nonlinear dynamics, a 
nonlinear characteristic in the form of saturation and a dynamic link of the first order were chosen 
to describe the behavior of the test object. For the test object, a labeled DS dataset generated  on the 
base of signals x(t) at the input of the object and the responses y(t) at its output. The inputs are 
pulsed x(t)= (t), stepped x(t)= (t), linear x(t)=at and harmonic x(t)=asin(t) signals of different 
amplitudes a ∈ (0, 1).  

Based on the dataset DS, two support datasets are formed: 

•  
• input stepped signals x(t)= (t) and responses y(t) of the object with nonlinearity in the 

form of saturation DR1; 



• input stepped signals x(t)= (t) and responses y(t) of the object in the form of a dynamic 
link of the first order DR2. 

The experiment consists in studying the training speed of the target model of the test object, built by 
various methods: 

• affiliation mark: a superscript number followi  
• based on the general model f S(DS), pre-trained on the general DS dataset; 
• based on individual support models f R1(DR1), f R2(DR2), pre-trained on datasets DR1 and DR2; 
• based on the general model f R(f R1, f R2) in the form of a superposition of support models 

f R1(DR1) and f R2(DR2). 

5. Simulation and results 

The structure of the target model f  is chosen to be identical to the model based on the pre-trained 
general model f (DS), the support models f (DR1), f (DR2) and the superposition of the support 
models f (f , f ) and is a three-layer TDNN.  

According to the results of additional research, the number of neurons M=30 in the input and 
K=30 in the hidden layers was adopted.  

The model is trained by the method of backpropagation of the error with updating the network 
parameters by the Levenberg-Marquardt method. Pre-training is limited to 50 epochs to prevent 
overtraining and preserve the ability to adapt. 

Fig. 3 shows the dependencies of mse loss functions on the number of training epochs for target 
models built on the basis of the general model f (DS), support models f (DR1), f (DR2) and 
superposition of support models f (f , f ).  

Results of an experiment to study the learning speed of a target model of a test object built on the 
basis of a general model, on the basis of separate support models, and on the basis of a superposition 
of support models, are presented in Table 1. 

The experiment shows the advantage of using support NN at the modelling nonlinear dynamics, 
namely, a significant reduction in the training time of the TDNN model (by 4.6 times) compared to 
the pre-trained general model with comparable accuracy of both models. 

Applying separate support models as general ones can also reduce the training time of an accurate 
model (by 1.8 times). 

 

Table 1 
Results of an experiment to study the learning speed of a target model of a test object 

No Model based on 
Trainong Validation Number of 

epoch mse mae h mse mae h 

1 general model 4,9105 1,8890 1,4280 6,9738 2,3972 1,9597 14 
2,2267 1,2686 0,8311 2,9774 1,4809 1,0758 50 

2 support model 
(saturation) 

4,9596 1,8623 1,3905 6,8963 2,4457 1,9411 8 
2,7553 1,4094 0,9604 4,1863 1,7621 1,3362 50 

3 support model (first-
order dynamic link) 

4,8058 1,8544 1,3913 6,8876 2,2571 1,8248 23 
3,9412 1,6869 1,2271 5,7969 2,0801 1,6669 50 

4 superposition of 
support models 

4,5837 1,8347 1,3811 6,6431 2,2256 1,8147 3 
0,9254 0,7941 0,4115 1,0704 0,8807 0,4636 50 



 

Figure 3: Dependencies of mse loss functions  during training of target models based on the general 
model, based on individual support models, based on the superposition of support models on the 
number of learning epochs 

6. Conclusion 

The paper successfully solves the problem of reducing the time of building nonlinear dynamics 
continuous-time models in the form of neural networks while ensuring the specified accuracy of 
modeling. To resolve the conflict between the accuracy of modeling nonlinear dynamic objects and 
the speed of model construction, a modeling method was developed based on pre-training through 
the superposition of support models that reflect the basic properties of the subject area. 

The effectiveness of the developed method for modeling nonlinear dynamics was proven when 
solving the problem of modelling a test nonlinear dynamic object. The experiment demonstrates a 
4.6-fold reduction in the time of building a target model using support models compared to the 
traditional modeling method based on pre-training. The advantages of the proposed approach are 
the ability to quickly adapt to changing operating conditions, high speed of building the target model 
while ensuring the specified modeling accuracy. In addition, the developed method allows improving 
the efficiency of model training in the lack of labeled data for the target task. The disadvantages of 
the proposed approach, inherited from methods based on pre-training, are the dependence of the 
modeling results on the quantity and quality of data of the target dataset.  

The practical limitations of the application of the proposed method are the a priori need for 
support models built on a sufficient amount of qualitative data. Insufficient data or poor data quality 
can significantly reduce the accuracy of support models and, as a result, significantly reduce the 
training time of an accurate model. 

Thus, the area of effective application of the proposed method is allocated: lack of marked data 
of the target task in the presence of a general dataset of sufficient size; no significant discrepancies 
between the characteristics of the general and target datasets. 

To improve and expand the scope of application of the support models method, it is necessary to 
take into account the real conditions of the external environment by expanding the experimental 
part at different levels of noise distortion and under conditions of time drift of the observed 
parameters. In order to fully assess the potential of the proposed method and determine its place 



among advanced solutions in further research, it is planned to expand the range of test objects, 
including systems with different dynamics, multidimensional systems, objects with delays, etc. 
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