
Comparative Analysis of Jmeter and Postman for API-
Based Performance Testing 

Sergii Khlamov1 , Mariia Mendielieva , Oleksandr Vovk  and Zhanna Deineko1  

1 Kharkiv National University of Radio Electronics, Nauki avenue 14, Kharkiv, 61166, Ukraine 
 

Abstract 
Testing of user interface (UI) presents numerous challenges, primarily related to labor intensity and the cost 
of the process, as well as its sensitivity to various factors, such as device type and network conditions, which 
is especially important when using cloud servers and distributed systems. Unlike UI testing, application 
programming interface (API) load testing is less dependent on conditions such as hardware or client 
environments, enabling a more accurate evaluation of backend performance, particularly in cloud 
infrastructure environments. This paper presents a comparative analysis of the performance of two popular 
tools for Representational State Transfer (REST) API load testing: Postman and JMeter. The study aimed to 
identify performance differences between Postman and JMeter when conducting load tests on five public APIs 
under four types of load. Aggregated response time metrics, including average response time, minimum, 
maximum, and error percentage values, were collected for each tool. The results demonstrated that Postman 
shows higher performance in low to moderate load conditions or situations where there is a lower demand for 
request intensity. On the other hand, JMeter demonstrates better performance under conditions of high load 
and request intensity. Despite the study's limitations (a single test run on five public APIs), the results suggest 
that Postman may perform well in scenarios with regular and low load. Alternatively, JMeter is well-suited for 
high-load scenarios, particularly when high performance is required to handle a large number of requests. We 
believe the obtained results will have a positive impact on the decision-making process in the development 
team regarding the choice of test tools, based on the scale and nature of the load. As a result, it can shorten 
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1. Introduction 

Test automation involves using software tools to execute tests, verify results, and manage repetitive 
testing tasks with minimal human intervention [1]. It is often related to continuous integration (CI) 
in Agile development. The popularity of both CI and test automation is increasing due to market 
pressure to release product features or updates frequently [2]. 

There are numerous advantages for companies to use test automation in their projects. Firstly, 
automation can save a significant amount of time for quality assurance engineers by automating 
monotonous tasks. A recent report by PractiTest shows that test automation has replaced about 50% 
of previously manual testing efforts [3]. Secondly, business outcomes, such as the ability to deliver 
more features with high automation levels and a faster route-to-live that increases the customer base, 
can be achieved through test automation, as noted by respondents in the 2024 World Quality Report 
[4]. By using test automation and adopting iterative models in software delivery, it is possible to 
ensure that software products meet quality standards, reduce the appearance of serious bugs that 
escape into production [5], and, in the event of an issue or defect arising in the development or test 

 

ICST-2025: Information Control Systems & Technologies, September 24-26, 2025, Odesa, Ukraine 
 Corresponding author. 
 These authors contributed equally. 

 sergii.khlamov@gmail.com (S. Khlamov); mariia.mendielieva@nure.ua (M. Mendielieva); oleksandr.vovk@nure.ua (O. 
Vovk); zhanna.deineko@nure.ua (Zh. Deineko) 

 0000-0001-9434-1081 (S. Khlamov); 0009-0002-4282-3147 (M. Mendielieva); 0000-0001-9072-1634 (O. Vovk);  0000-0001-
6747-9130 (Zh. Deineko);  

 © 2025 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).  

 
CEUR
Workshop
Proceedings

ceur-ws.org
ISSN 1613-0073

mailto:sergii.khlamov@gmail.com
mailto:mariia.mendielieva@nure.ua
mailto:oleksandr.vovk@nure.ua
mailto:zhanna.deineko@nure.ua
https://orcid.org/0000-0001-9434-1081
https://orcid.org/0009-0002-4282-3147
https://orcid.org/0000-0001-9072-1634
https://orcid.org/0000-0001-6747-9130
https://orcid.org/0000-0001-6747-9130


phase, address them efficiently and rapidly using fast feedback. However, there are potential risks 
associated with using test automation [6], such as inaccurate estimations of time, costs, and effort 
required to introduce a tool, maintain test scripts, and change test processes. Moreover, one of the 
significant risks includes unrealistic expectations about the benefits of a tool and using a test tool 
when manual testing is more appropriate. 

Among the different approaches to software testing, User Interface (UI) testing, Application 
Programming Interface (API) testing, and performance testing are three critical areas that address 
different aspects of system quality. UI testing is a process of evaluating the correct work and display 
of UI components of an application on popular types of devices and environments [7]. This type of 
testing is crucial in user-centric applications, where the end-user experience has a direct impact on 

8]. UI tests based on test frameworks typically simulate real user interactions 
by locating Document Object Model (DOM) elements, performing browser actions (such as clicking, 
typing, and scrolling), and inspecting the page state of the UI application. 

API testing, on the other hand, evaluates the backend services and communication interfaces that 
enable interaction, exchanging data and invoking functionalities of different software components 
or systems [9]. API testing has gained significant importance recently due to the increasing number 
of microservices, applications, and the dependency of frontend applications on their APIs. For large 
and complex systems, especially those that rely on a graphical user interface (GUI), UI testing can be 
inefficient compared to API testing. UI testing is typically performed on the front-end and has a slow 
execution time [10]. Other challenges of UI automation include the difficulty of performing UI testing 
at the early stage of the design phase of the project cycle and the flakiness or fragility of UI test 
scripts due to the complex interactions and events within the DOM of an interface [11]. Moreover, 
there may be difficulties in maintaining test automation since changes to the UI can be pretty 
frequent [12]. Therefore, API tests can be executed much faster, as they are not dependent on visual 
changes in the UI, and can provide more stable and reproducible results. Performance, defined as 
efficiency and effectiveness of a software application, has become one of the most essential attributes 
of a product. To achieve a high-quality software product with a growing number of users and 
increasing data volumes, particularly in cloud applications and microservices architectures, the 
performance of the user interface and APIs becomes a critical factor [13]. Performance testing is a 
subset of  conditions. 
Moreover, performance testing is not executed in all development environments, and it is often 
implemented within the ecosystem of a CI environment. It can be performed for various devices and 
services, including mobile devices, websites, online services, and cloud services [14]. 

There are several popular methodologies or types of performance tests [15]. Load testing involves 
evaluating a software system's response times and overall performance under various user load 
scenarios. Stress testing involves applying extreme loads to an application under test to identify 
potential failure points and assess system recovery mechanisms. Scalability testing aims to determine 
how well a software system can handle increased loads by adding more resources, such as servers or 
virtual machines, to meet the demands of larger user bases. Endurance testing, also known as soak 
testing, involves subjecting an application to a sustained load for an extended period to identify 
performance degradation issues. Spike testing checks the response of an application to sudden and 
extreme increases in user load (e.g., user traffic spikes unexpectedly). Volume testing focuses on 
evaluating the system's performance when handling large volumes of data, identifying problems 
with data handling and database performance. Concurrency testing evaluates a system's ability to 
handle multiple simultaneous users or transactions efficiently. Performance issues can appear at the 
API level, and they can only be identified using specific performance testing tools [16]. To conduct 
effective API performance testing, it is crucial to utilize tools that not only simulate load but also 
provide detailed metrics that help identify bottlenecks within the system. 

Considering the variety of tools used for performance testing, it is necessary to critically evaluate 
which one best suits specific needs, particularly when testing APIs. Two commonly used tools for 
performance testing, such as Postman and JMeter, offer different capabilities and approaches. 
Postman is known for its simple interface and robust functionality for API testing. At the same time, 



JMeter is more focused on load testing and is recognized for its ability to simulate high traffic, 
providing detailed insights into system performance under load. Moreover, Postman can also run 
performance tests for APIs in collection and simulate activity of virtual API users, using configurable 
load durations and profiles [17]. Both JMeter and Postman are powerful tools for test automation; 
however, their performance under the same conditions may vary significantly. 

The purpose of this study is to compare Postman and JMeter as tools for API performance testing. 
By evaluating their strengths and limitations across four common load types (load, stress, spike, and 
soak tests) for CRUD public API calls, this research aims to determine which tool is more effective 
in different testing scenarios, considering performance metrics such as average response time, 
minimum, maximum values, and error percentage. This comparison will help Information 
Technology practitioners make informed decisions when selecting the most suitable tool for their 
API performance testing needs in real software development projects. 

2. Literature Review 

In the field of performance API testing, various approaches are actively used to simulate real-world 
traffic patterns and accurately measure system behavior under load. Most of these approaches are 
based on using performance testing tools to simulate virtual user (VU) requests, as well as 
performance monitoring and analysis of system stability under load. 

Performance testing tools verify the system or application before delivering it to customers, and 
its efficiency is related to the accuracy of its statistical results [18]. Performance testing tools can be 
classified into two main categories: cloud-based and on-premise tools. The authors [19, 20] highlight 
that the cloud-based performance test tools provide scalability, flexibility, and potential cost savings. 
However, performance testing in the cloud is expensive, as it requires infrastructure spin-up and 
load generation. On the other hand, on-premise load testing is used in organizations with sensitive 
data (e.g., healthcare, banking, astronomy [21]) or those that run their application behind a firewall. 

The effectiveness of using GUI-based (Graphical User Interface) tools and CLI-based (Command 
Line Interface) tools was also established by the authors [22-25] in terms of usability, flexibility, and 
efficiency. GUI-based performance testing tools (e.g., LoadRunner, BlazeMeter, Postman) are widely 
used due to their user-friendly interfaces, which allow for the design, execution, and analysis of 
performance tests with minimal technical expertise. However, GUI tools can be slower to run 
compared to CLI test tools during large-scale load testing. On the other hand, CLI performance tools 
(JMeter, Locust, Gatling, k6, Artillery, etc.) can generate high loads and simulate thousands of VUs 
with minimal impact on system performance. Additionally, CLI-based tools are better suited for 
integration into automated testing workflows and CI/CD pipelines, as they provide immediate 
feedback without delaying releases. These tools often require a deeper technical understanding, as 
they rely on script-based configurations and command-line commands to run tests. According to 
authors [26-28], Apache JMeter is a performance testing tool that allows users to perform load tests 
on various protocols and technologies. It is one of the most widely used open-source tools for 
performance testing, particularly in the domains of API testing and web applications. 

The ability to create and execute complex testing scenarios is one of JMeter's most essential 
features. The JMeter tool is multithreaded and can simulate a large number of VUs, enabling the 
simulation of a heavy load by distributing tests across multiple machines. This tool may be used to 
test performance of both static and dynamic resources. Test scenarios in JMeter can be created with 
a GUI [29] that allows users to design test plans, configure various types of samplers, and analyze 
results. JMeter's flexibility is further enhanced by its support for integration with external services 
and tools such as CI/CD pipelines, monitoring systems (InfluxDB, Prometheus, Grafana, Kibana, 
Elasticsearch), and third-party performance analysis platforms. 

Despite its many advantages, JMeter also has certain limitations, as noted by authors [30, 31]. One 
of the main disadvantages is its relatively high memory consumption, especially when running large-
scale tests or simulating a large number of users. Additionally, JMeter also lacks advanced features as 
real-time monitoring. It has a high learning curve for setting up and configuring distributed tests. 



Additionally, JMeter lacks a scalable GUI and can be slow when managing complex test plans with a 
high volume of data. The effectiveness of using Postman was also established by the authors [32, 33] 
in studies on API performance testing. Postman is a platform for API development and testing, which 
has emerged as a leading tool for API development with a very user-friendly interface. It can be used 
in two forms: as a downloadable client and as a web application. Postman is not an open-source tool. 
It provides both a free version and a paid version with additional features. Postman tests can be 
executed manually using the GUI. Additionally, tests can be run automatically on a schedule using the 
Collection Runner, or they can be run using the command-line tool companion, Newman, which 
enables the automated execution of Postman Collections. Additionally, Postman enables you to 
collaborate with teammates by organizing, sharing, and communicating work to APIs. According to 
authors [34, 35], Postman can be used for API performance testing with a desktop application. 
Performance tests can be run for a collection of API requests using 1 out of 4 load profiles: 

1. Fixed, where a constant number of VUs run tests in parallel; 
2. Ramp up, when the number of VUs slowly increases from the initial load to the maximum; 
3. Spike, where the number of virtual users increases from the base load to the maximum, then 

decreases back to the base load; 
4. Peak, during which the number of virtual users increases from the base load to the maximum, 

holds steady, then decreases back to the base load. 

Postman provides an option to reuse existing API collections for performance testing with 
minimal scripting effort. The data file feature enables testers to use the dataset file required to load-
test the API with different datasets in each iteration. Additionally, the number of VUs and test 
duration should be configured before running a performance test. It is essential to note that during 
performance test execution in Postman, each virtual user runs the requests in the specified order 
within a repeating loop. All of the virtual users operate in parallel to simulate real-world load on the 
API in a collection. Performance test execution can be monitored in real-time through the Postman 
Summary tab, which provides a summary of performance metrics available in both tabular and 
graphical forms. 

Thus, analyzing the research results in the reviewed authors' works [36], it is worth noting that 
there are some limitations to running performance tests in Postman. Firstly, there is a limited number 
of performance runs that can be used each month at no additional cost. Secondly, the number of VUs 
in a performance test depends on available system resources and the collection used for the test.  

Additionally, one area for improvement in Postman is that timer features for managing the 
frequency of requests and a sleep time option to introduce a delay between requests, emulating real-
world scenarios, are unavailable, unlike in other load-testing tools. Also, performance test scenarios 
can have only one data file, which is an unlikely scenario in load testing. As shown in the work [37], 
Postman outperformed JMeter and Robot Framework in various data environments. The relevance 
of all these studies is undeniable, as modern web services require testing to ensure their reliability 
and performance. 

3. Methodology 

To perform performance testing, a set of public APIs should be selected for testing. Using public APIs 
under various types of load is not considered a DDoS attack or unauthorized use of resources, and 
this approach does not violate their ethical use. 

Test cases should include executing different types of requests, such as GET, POST, PUT, DELETE, 
because this helps to simulate real-world interactions with public APIs. These HTTP methods 
represent the typical operations that users or systems perform when interacting with an API. Each 
request type generates different types of server load. 

When using different types of requests with public APIs, it is essential to note that public APIs 
often return simulated responses (mocked data instead of real data). However, public APIs often have 



different performance characteristics depending on the type of request. Although the responses may 
be mocked, they offer insight into how the API processes requests and handles various loads. This 
can help assess whether the API's response times are efficient and stable under load. 

sults of Postman and JMeter test tools. For this 
reason, it is critical to conduct performance testing under identical conditions, considering the 
following factors: number of VU, Think Time or Delay, and test duration. VUs simulate the behavior 
of real users interacting with the system. The number of VUs directly impacts the load on the system 
being tested. If the number of VUs is too low, the results may not accurately reflect how the system 
performs under high traffic. Conversely, if the number of VUs is too high, the system might 
experience excessive strain, potentially leading to bottlenecks that don't align with standard usage 
patterns. 

Think Time, also known as Delay, refers to the pause between user actions (or requests). In real-
world scenarios, users don't send requests continuously without any pause; they typically take a 
brief moment to think or interact with the system. The Test Duration specifies how long the 
performance test will run, and it can impact the stability and consistency of the results. Short tests 
may not provide 
accurately. 

In contrast, longer tests can identify performance degradation, memory leaks, or other issues that 
emerge over time. A combination of different values for the factors mentioned above can be used to 
design test cases that closely resemble realistic user behavior. Obtained performance test cases 
should be performed for all load profiles, Ramp Up, Spike, Peak, Fixed, in all five public APIs in both 
tools, JMeter and Postman. 

3.1. API selection 

Public websites with open APIs were selected for performance testing. These websites provide ready-
made API endpoints with simulated real data, allowing you to quickly start testing without having 
to develop your backend:  

1. ReqRes.in website (https://reqres.in) was used for performance testing as it provides a simple 
and accessible way to simulate real API requests and responses, allowing for modeling various load 
scenarios. This can help to focus on testing the performance of the client application, without the 
need to configure a complex server infrastructure, and test the system under various conditions. 

2. DummyJSON is an online service (https://dummyjson.com) that provides a range of pre-
configured REST APIs, offering mock data for testing, development, and prototyping. DummyJSON 
provides data that mimics real-world APIs, allowing developers to simulate different levels of data 
size, from small datasets to larger collections, through pagination and various endpoints. This helps 
in testing how the application handles large volumes of data and performs under stress conditions. 

3. SampleAPIs is an online platform (https://sampleapis.com) that offers a collection of free, 
publicly accessible mock APIs. Developers can simulate various operations, including fetching large 
sets of data, creating, updating, or deleting resources, which are everyday tasks for front-end 
applications. By testing these actions under heavy load, developers can evaluate the performance 
and scalability of their applications when performing these CRUD operations. 

4. JsonPlaceholder (https://jsonplaceholder.typicode.com) provides a diverse set of realistic mock 
data that can be used to simulate real-world interactions, such as loading user profiles, creating posts, 
or fetching a list of comments. This variety makes it an ideal choice for testing how applications 
perform under different scenarios, including handling user-generated content, displaying lists, and 
updating resources. Developers can use JsonPlaceholder to simulate how their applications interact 
with APIs when under load. The ability to make multiple simultaneous requests to various endpoints 
enables performance testing, such as simulating the behavior of an application under high traffic, load, 
or stress. 

5. FakeStoreAPI is a free online service (https://fakestoreapi.com) that provides a set of mock APIs 
designed to simulate e-commerce store interactions, offering realistic product data in a structured 
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format. FakeStoreAPI enables developers to simulate a vast product catalog comprising thousands of 
items. This makes it an ideal tool for testing how an application handles large datasets, such as 
loading hundreds of products in an e-commerce store. Developers can use FakeStoreAPI to simulate 
load testing by sending multiple simultaneous requests to various endpoints (e.g., retrieving product 
lists, adding items to the cart). 

3.2. Limitations of comparison 

It is important to note that although the load parameters were standardized, the execution 
architecture differs between the tools. In Postman, each virtual user executes requests sequentially 
(one after the other). In contrast, in JMeter, each thread is executed in parallel, potentially creating a 
higher load (higher Requests Per Second (RPS)). As a result, Loop Controller elements with GET, 
POST, PUT, and DELETE requests can be added to JMeter test plans within a Thread Group to ensure 
more accurate and comparable test execution with similar load profiles, similar to Postman. 

Think Time can be implemented in JMeter using the Constant Timer element, which is shown in 
Figure 1a. Similarly, a GET Delay request can be used in Postman for this purpose - GET 
https://postman-echo.com/delay/X, where X is the number of seconds to pause, to emulate realistic 
user behavior. In general, the structure of all tests for all five public APIs in JMeter is similar to Figure 
1a (using Loop Controller with GET, POST, PUT, DELETE requests and listeners inside it). Still, the 
Thread Group type should be varied depending on the load type (Thread Group, Ultimate Thread 
Group, or Concurrent Thread Group). In Postman, all CRUD requests and Delay requests after each 
of those requests were organized into a collection for all five public APIs, as shown in Figure 1b. 

 

  
    a)              b) 

Figure 1: Test cases structure: a) JMeter Loop Controller with requests; b) Postman collection of 
requests. 

The load parameters of test cases should be designed to have similar parameters for different load 
scenarios in both test tools. For this reason, different Thread Group types can be used in JMeter, 
including Thread Group, Ultimate Thread Group, and Concurrent Thread Group. 

Obtained performance test results for five public APIs should be collected, and received 
performance metrics (average response time, min, max values and error %) should be analyzed. Then, 
the difference in metric values (deltas) can be calculated to analyze which types of requests were 
slower in Postman or JMeter. This can be done using the formula: 

𝛥Avg = PostmanAvg − JMeterAvg, (1) 

where 𝛥Avg  difference in average response time between Postman and JMeter; 
PostmanAvg  value of average response time in Postman; 

JMeterAvg  value of average response time in JMeter. 

In case 𝛥Avg is a positive value, then Postman had a longer average response time than JMeter. 
If 𝛥Avg is a negative value, then JMeter's average response times exceeded those in Postman, and 
Postman's performance was faster. Calculating the aggregated mean values for performance metrics 
across all test cases for each (API, test tool, HTTP method) combination helps to provide a 



representative performance assessment. Average values of each performance metric are calculated 
for 8 test cases for each API and HTTP method: 

Avg_metric =
∑ 𝑚𝑘

𝑛
𝑘=1

𝑛
, 

(2) 

where 𝑚𝑘  value of performance metric for 𝑡𝑒𝑠𝑡_𝑐𝑎𝑠𝑒𝑘; 
n  number of test cases. 
This should be repeated for 5 APIs using a test tool (such as Postman or JMeter) and a selected 

HTTP method. Then, mean aggregated values should be calculated for average performance metric 
values for selected HTTP method: 

Mean_metric =
∑ Avg_metric𝑖

𝑙
𝑖=1

𝑙
, 

(3) 

where Avg_metric  value of performance metric for selected HTTP method; 
𝑙  number of APIs. 
The final step after analyzing aggregated metrics and their deltas is visualizing them through bar 

charts to evaluate the differences between the test tools. 

4. Results 

The proposed performance testing approach was applied to a set of 5 public APIs using two tools: 
Postman and JMeter. Response times were measured for various HTTP methods (GET, POST, PUT, 
DELETE), after which the following metrics were collected: average response time (avg), minimum (min), 
maximum (max), and error rate (error %). Performance tests were conducted under identical conditions: 

• Number of VU: 10, 20, 30, 40, or 50, depending on the scenario; 
• Think Time was ranged: 1000 ms (peak load), 3000-5000 ms (realistic load), 10000 ms (low load); 
• Test duration: 5 or 10 minutes depending on the scenario. 

For evaluating Postman and JMeter behavior under different user scenarios, four load profiles were 
used: Ramp Up, Spike, Fixed Load, and Peak Load. In each of these profiles, the values of VUs and Think 
Time intervals were varied depending on the test goal (see test cases in Table 1). The baseline scenario 
was 10 VU with a Think Time of 10 seconds, during which all five public APIs functioned without 
errors. It was done to ensure consistent conditions and simplify the results. Additionally, stress testing 
scenarios were applied with increased request frequency (think time ranging from 1 to 5 seconds) and 
peak load values (up to 80 VUs) to obtain results that closely mimic realistic user behavior. Test cases 
are described in Table 1, and each test case (TC) was run on five public APIs. 

Table 1 
Performance Test Cases for JMeter and Postman 

TC Load Profile VU Think Time, s 
Duration, 

min 
Comment 

1 Ramp Up 
Ramp Up 

0  10 10 10 Increase of load 
2 10  30 3 10 Increase of load 
3 Spike 

Spike 
1  10 1 10 10 Users attack simulation 

4 5  50  5 2 5 Users attack simulation 
5 Fixed Load 

Fixed Load 
10 10 10 Stable request flow 

6 20 5 10 Stable request flow 
7 Peak 

Peak 
2  10  2 10 10 Check of requests maximum 

8 8  40  8 1 5 Check of requests maximum 



The TC1 Ramp Up load profile in Postman with 10 VUs, an initial load of 0 VUs, and a test duration 
of 10 minutes enables the following scenario: steadily ramp up to 10 users for 5 minutes, with each 
user executing all requests sequentially, as shown in Figure 2a. To obtain an equivalent load in 
JMeter, a Thread Group with 10 VUs and ramp-up period = 300 s and duration = 600 s was used, as 
shown in Figure 2b. In this case, the Loop Count was set to 1 in the Loop Controller of JMeter. 

 

  
a)         b) 

Figure 2: Ramp Up load parameters with 10 VUs and 0 VUs as initial load, test duration 10 mins:  
a) Postman load profile; b) JMeter Thread Group plugin configuration. 

TC2 Ramp Up load profile in Postman with 30 VUs, initial load = 10 VUs, test duration = 10 mins 
enables the following scenario: 10 VUs run for 2 mins 30 s, then ramp up to 30 VUs for 2 mins 30 s, 
after that maintain 30 VUs for 5 minutes, each executing all requests sequentially, as shown in Figure 
3a. To obtain an equivalent load in JMeter, Ultimate Thread Group with two threads was used, as 
shown in Figure 3b: 1) start threads count = 10, initial delay = 0 sec, startup time = 0 sec, hold load 
for = 600 sec, shutdown time = 0; 2) start threads count = 20, initial delay = 150 sec, startup time = 
150 sec, hold load for = 300 sec, shutdown time = 0. In this case and subsequent one, the Loop Count 
was set to 'Infinite' in the Loop Controller of JMeter. 

  
         a)              b) 

Figure 3: Ramp Up load parameters with 30 VUs and 10 VUs as initial load, test duration 10 mins:  
a) Postman load profile; b) Ultimate Thread Group plugin configuration in JMeter. 

TC3 Spike load profile in Postman with 10 VUs, base load = 1 VU, test duration = 10 mins enables 
the following scenario: 1 VU runs for 4 minutes, then spikes to 10 VUs over 1 minute, drops to 1 VU 



over 1 minute, maintains 1 VU for 4 minutes, each executing all requests sequentially. To obtain an 
equivalent load in JMeter, Ultimate Thread Group was used: 1) start threads count = 1, initial delay 
= 0 sec, startup time = 0 sec, hold load for = 600 sec, shutdown time = 0; 2) start threads count = 9, 
initial delay = 240 sec, startup time = 60 sec, hold load for = 0 sec, shutdown time = 60. 

TC4 Spike load profile in Postman with 50 VUs, base load = 5 VUs, test duration = 5 mins enables 
the following scenario: 5 VUs run for 2 minutes, then spikes to 50 VUs over 30 sec, drops to 5 VUs 
over 30 sec, maintains 5 VUs for 2 minutes, each executing all requests sequentially. To obtain an 
equivalent load in JMeter, Ultimate Thread Group was used: 1) start threads count = 5, initial delay 
= 0 sec, startup time = 0 sec, hold load for = 300 sec, shutdown time = 0; 2) start threads count = 45, 
initial delay = 120 sec, startup time = 30 sec, hold load for = 0 sec, shutdown time = 30. 

TC5 Peak load profile in Postman with 10 VUs, base load = 2 VUs, test duration = 10 mins enables 
the following scenario: 2 VUs run for 2 minutes, ramp up to 10 VUs over 2 min, maintains 10 for 2 min, 
decrease to 2 over 2 min, maintains two over 2 min, each executing all requests sequentially. To obtain 
an equivalent load in JMeter, Ultimate Thread Group was used: 1) start threads count = 2, initial delay 
= 0 sec, startup time = 0 sec, hold load for = 600 sec, shutdown time = 0; 2) start threads count = 8, 
initial delay = 120 sec, startup time = 120 sec, hold load for = 120 sec, shutdown time = 120. 

TC6 Peak load profile in Postman with 40 VUs, base load = 8 VUs, test duration = 5 mins enables 
the following scenario: 8 VUs run for 1 min, ramp up to 40 VUs over 1 min, maintains 40 for 1 min, 
decrease to 8 over 1 min, maintains eight over 1 min, each executing all requests sequentially, as 
shown in Figure 8a. To obtain an equivalent load in JMeter, Ultimate Thread Group was used, as 
shown in Figure 8b: 1) start threads count = 8, initial delay = 0 sec, startup time = 0 sec, hold load for 
= 300 sec, shutdown time = 0; 2) start threads count = 32, initial delay = 60 sec, startup time = 60 sec, 
hold load for = 60 sec, shutdown time = 60. 

TC7 Fixed load profile in Postman with 10 VUs, test duration = 10 minutes, enabling the following 
scenario: 10 VUs run for 10 minutes, each executing all requests sequentially. To obtain an equivalent 
load in JMeter, Concurrency Thread Group was used: 1) target concurrency = 10, hold target 
rate = 10 minutes.TC8 Fixed load profile in Postman with 20 VUs, test duration = 10 mins enables the 
following scenario: 20 VUs run for 10 min, each executing all requests sequentially. To obtain an 
equivalent load in JMeter, a Concurrency Thread Group was used with the following settings: 1) target 
concurrency = 20, hold target rate = 20 minutes. 

Testing of CRUD operations was performed on the following endpoints: 
1. For ReqRes.in service, GET, POST, PUT, and DELETE requests were used for resource 

https://reqres.in/api/users, as illustrated in Figure 4: 
 

 
Figure 4: . 

 
It should be noted that {{postId}} in Figure 4 is a generated ID for a new user by the service in the 

POST request. This {{postId}} was saved after executing the POST request using variables and the 
pm.environment.set() function in Postman collections, and correspondingly, by using the Regular 

https://reqres.in/api/users


Expression Extractor in JMeter tests. After that, {{postId}} was passed to PUT and DELETE requests. 
Such an approach was implemented in tests for ReqRes.in, SampleAPIs, FakeStoreAPI services. For 
DummyJSON and JsonPlaceholder, 
limitations of these services. 

2. For DummyJSON service, GET, POST, PUT, and DELETE requests were used for  
resource https://dummyjson.com/products in a similar manner as shown in Figure 4. 

3. For SampleAPIs service, GET, POST, PUT, and DELETE requests were used for  
resource https://api.sampleapis.com/codingresources/codingResources. 

4. For JsonPlaceholder service, GET, POST, PUT, and DELETE requests were used for  
resource https://jsonplaceholder.typicode.com/posts. 

5. For FakeStoreAPI service, GET, POST, PUT, and DELETE requests were used for  
resource https://fakestoreapi.com/products. 

For both test tools, JMeter and Postman, the test scenarios involved sequential execution of GET, 
POST, PUT, and DELETE requests to the public APIs. All requests were identical between the tools 
and were directed to the same public APIs test servers. 

During the experiment, the following tools were utilized: Postman Desktop application version 
11.50.2 and Apache JMeter version 5.6.3. The scripts were executed in an identical environment: 
Windows 11 x64 24H2, 8-core CPU, 16GB RAM. Obtained test cases (TC) results are presented both 
in tabular form and through visualization (bar chart) for different load profiles in both tools gradual 
increase in load from 0 to 10 VUs over 10 minutes. 

Table 2 
Performance results for TC1 Postman, ReqRes.in service 

Table 3 
Performance results for TC1 JMeter, ReqRes.in service 

Difference in average response time values (deltas) were calculated using Formula (1). A positive 
value indicates a higher Postman value, meaning a longer response time (see Table 4). 

Table 4 
Difference in average response time values between Postman and JMeter for ReqRes.in service in TC1 

Method Samples, N Minimum, ms Maximum, ms Average, ms Error, % 
GET 112 47 199 64 0 
POST 109 98 133 112 0 
PUT 106 103 151 115 0 

DELETE 104 99 136 109 0 

Method Samples, N Minimum, ms Maximum, ms Average, ms Error, % 
GET 117 40 157 77 0.00 
POST 115 113 564 134 0.00 
PUT 113 118 263 159 0.01 

DELETE 110 111 185 130 0.01 

Method 
Average Postman, 

ms 
Average JMeter, ms , ms 

GET 64 77 -13 
POST 112 134 -22 
PUT 115 159 -44 

DELETE 109 130 -21 

https://dummyjson.com/products/
https://api.sampleapis.com/codingresources/codingResources
https://jsonplaceholder.typicode.com/posts
https://fakestoreapi.com/products


The results obtained, as shown in Tables 2-4, indicate that the average response time in Postman 
is less than that in JMeter for all types of requests in TC1. 

Similarly, average response time deltas were calculated for other public APIs. The difference 
between the average response time values is further illustrated in the chart in Figure 5, where it is 
clear that Postman shows lower average response times for 4 out of 5 APIs. 

This visualization helps to ensure that the differences between the tools are not random 
fluctuations, but are consistent across all APIs. 

 

 
Figure 5: Deltas of Average response time values for public APIs for TC1. 

 
The same results were obtained in other test cases, except in cases where the think time was reduced 

to 5 seconds or less, or in cases where there was a significant increase in the number of VUs in 
combination with a short think time. In all these cases, JMeter demonstrated better performance, as 
evident in the experimental results for TC6 in Figure 6. 

 
Figure 6: Deltas of Average response time values for public APIs for TC6. 

 
mentioning that for the ReqRes.in service, a vast majority of 429 errors (too many 

requests) were returned in response when the number of VUs started to increase, for instance, 
significantly in TC4. For other APIs, 429 and 502 errors were returned in response, but their number 
was insignificant. To ensure statistical objectivity [38] and reduce case-specific variability, average 
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response times, min, max values and error % were first collected per test case, then averaged across 
8 test cases for each combination of API and HTTP method, as described in Formulas (2) and (3). 

These values per API were subsequently aggregated across 5 APIs. The final metrics, including 
mean response time, 
performance per HTTP method, as shown in Table 5. 

Table 5 
Aggregated performance results for Postman and JMeter 

The final aggregated values in Table 5 show that, in general, Postman demonstrates better 
performance compared to JMeter. Although the test was conducted once, aggregated values of 
metrics were calculated from hundreds of requests, allowing for an objective assessment of system 
behavior [39]. These data provide a preliminary conclusion that Postman shows higher performance 
in low to moderate load conditions, particularly during stable loads with a fixed amount of VUs, and 
in other types of loads where think time is greater than 5 seconds. On the other hand, JMeter 
demonstrates higher performance under conditions of high load and high request intensity, 
especially in cases of a sharp increase in load to peak, followed by a gradual decrease with a short 
think time of 1 second. Additionally, a greater number of samples were generated in JMeter than in 
Postman in all performance testing cases including mathematical methods [40]. 

5. Discussion 

The analysis is based on a single performance test run for five public APIs, which limits statistical 
generalizability. However, aggregated values were calculated from hundreds of requests in each 
collection in both test tools, allowing for a reliable assessment of tools' behavior at the API level. The 
visualization of the differences confirms a consistent trend, where Postman demonstrates better 
performance across the average response time metric, particularly when there are not many VUs and 
the think time is more than 5 seconds for all load profiles. In other cases, JMeter shows faster results 
in performance metrics. Since public open APIs were used, the exact number of active users at the 
time of the performance test execution remains unknown. This introduces an element of uncertainty, 
as the actual load on the system could vary based on the number of concurrent users accessing the 
API during the test period. However, performance tests were conducted at the same time of day 
during the experiment to minimize this uncertainty. In our opinion, additional experiments with 
repeated execution of scenarios can be applied to confirm the robustness of the observed effects. 

6. Conclusion 

In conclusion, the conducted research showed that Postman performs more efficiently under 
conditions of low to medium user concurrency or when request rates are relatively low. In contrast, 
JMeter is more appropriate for scenarios involving high concurrency, where the system must sustain 
substantial request loads. 

Postman shows high performance, particularly during cases as stable load with fixed amount of 
VUs (fixed load profile), with gradual increase in load (ramp up profile with initial load as 0) and in 

Method Test Tool Mean Avg, ms Mean Min, ms Mean Max, ms Mean Error, % 
GET Postman 162,400 104,975 410,200 0,9348 
GET JMeter 181,650 115,925 499,625 0,739 
POST Postman 148,100 117,250 393,035 7,671 
POST JMeter 147,175 124,700 806,050 7,999 
PUT Postman 144,925 118,100 341,425 7,777 
PUT JMeter 151,625 125,525 377,275 7,936 

DELETE Postman 166,189 136,561 307,629 7,931 
DELETE JMeter 161,725 143,525 374,475 8,515 



other types of loads where think time value represents a relatively long delay between user actions, 
significantly reducing the request rate per user. 

JMeter achieves better performance in scenarios with high load and high request intensity. Such 
performance behavior is most pronounced in high-intensity scenarios involving a rapid ramp-up to 
peak load, a gradual ramp-down, and minimal delays between user actions. 

The obtained data could have a profound impact on improving both the stability and effectiveness 
of software development, especially in the context of selecting appropriate testing tools and 
practices. Considering factors such as the complexity of returned responses, planned load parameters 
(e.g., number of virtual users, think time, and test duration), it is possible to ensure a reduction in 
testing time and the risk of underestimating the system's performance in high-traffic conditions. 

We believe that using Postman as a tool for performance testing in low to moderate load 
conditions would provide a step forward for small and medium-sized organizations and firms in their 
efforts to achieve a good software quality level. Additionally, using JMeter could be beneficial for 
complex cloud servers [41] and distributed systems including decision-making process [42] with 
high load and request intensity [43]. 
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