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Abstract 
Cloud computing offers advantages such as self-service and dynamic redistribution of resource structures, 
necessitating the development of effective algorithms for optimal use of hardware infrastructure. Recent 
studies highlight the problems of resource redistribution in on-site private cloud computing platforms 
software layers, affecting total energy consumption. Existing approaches to mathematical modeling use 
combinatorial optimization, game theory, and artificial intelligence but lack an integrated approach to 
energy consumption optimization. The proposed approach involves creating an original algorithm based 
on a multi-level architecture developed by the author. This architecture divides objects into seven 
functional layers, from hardware physical infrastructure to application SaaS layer. The algorithm aims to 
minimize electricity consumption by isolating critical parameters in the process of redistributing resource 
structures. The optimization problem is segmented into subproblems, allowing for efficient load 
placement and energy savings. The model is focused on optimizing the power consumption of on-site 
private cloud computing platforms using a well-known approach – reducing the number of hardware 
nodes involved. The idea is to switch off not only individual computing nodes but also cooling nodes 
when idle. The mathematical formulation of the resource allocation in on-site private cloud computing 
platforms problem is presented as a Multi-dimensional Bin packing. The algorithm employs dynamic 
programming to maximize load placement density and reduce the number of hardware nodes. The model 
provides support technologies for both virtual machines and software containers. The paper presents the 
original author's algorithm, Optimization of Programmable Infrastructure Resources (OPIR), focused on 
reducing electricity consumption through combinatorial optimization. 
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Introduction 

A large-scale modern power supply challenge is the rapid increase in the workload of data 
centers (DC) with big data storage and analytics tasks, which leads to the growth of hardware 
infrastructures of cloud computing platforms. At the present stage of development, the number of 
cloud computing platforms hardware nodes already reach tens of thousands [1][2]. Several 
advantages in cloud computing, such as self-service, dynamic redistribution of resource structures 
in software layers require the development of effective algorithms and methods for optimal use of 
hardware infrastructure. 

1. Related Surveys 

A detailed study [3] provides an overview of numerous developments in the field of energy 
efficiency along the last decade in different fields of computing technologies from chips micro-
architecture to data centers scale. The issue of energy efficiency in the future stage of the 
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development of computer technology is brought to the fore. The Energy wall becomes the barrier 
around which computing systems will develop in the entire spectrum of implementations. Modern 
research focuses on finding solutions to the energy barrier problem through various ways of 
implementing close interaction between energy-efficient hardware and energy-aware software 
technologies. 

Numerous studies and scientific publications highlight the problems of redistributing the 
resource structures in the program layers of cloud computing platforms from the viewpoint of 
various aspects in cloud computing organization. Indeed, the components of the sub-system affect 
the overall power consumption of cloud computing platforms. Highlighting the complexity of 
implementing the processes of redistribution of resources in individual subsystems, these works 
provide an understanding of the existing possibilities for optimizing the power consumption of 
cloud computing platforms in general. The paper [4] highlights the problem of sharing processor 
resources. The competition of several consumers for the speed of computing is caused by the 
placement of workloads of several consumers on one computing node. An algorithm for planning 
the hot migration of running virtual machines between nodes of the hardware cluster is proposed 
in order to avoid conflicts. The paper [5] concludes that the technology of hot migration of virtual 
machines can be used for another purpose – to concentrate virtual machines on a smaller number 
of computing nodes in the cluster. The work [6] highlights the problem of resource utilization from 
the point of view of providing reliable access for consumers to the storage services of the Amazon 
cloud platform. The paper presents the capabilities of the distributed Dynamo system in providing 
highly reliable data storage and availability due to built-in algorithms for distributed duplication of 
network access and storage subsystems. The analysis of the work suggests that reducing the 
amount of physical storage equipment can substantially reduce the cloud platform’s power 
consumption. The paper [7] presents the issue of organizing data transfer in DC with computing 
clusters. Based on the data presented in the work, it can be concluded that the application of the 
principles of managing the number of network devices involved (switches, routers) to the 
equipment of the DC network infrastructure can substantially reduce the cloud platform’s power 
consumption. The paper [8] presents a study of hot migration of virtual machines between blade 
servers as part of the IBM BladeCenter chassis to control the load and temperature conditions. 
Therefore, we can conclude that the consolidation of virtual machines also affects the capacity of 
the cooling systems necessary to remove the heat allocated by the computing nodes. The paper [9] 
presents a subsystem for automating the scaling of the software infrastructure of cloud computing 
platforms – the Policy Keeper orchestration service. Hot migration of virtual machines and 
software containers is done based on machine learning scripts, policies, and algorithms. Therefore, 
the complex and high complexity of scaling processes of cloud computing software infrastructures 
can be successfully performed by orchestration tools. The work [10] relates the load level of physic 
computing nodes to the power consumption of heat dissipation equipment. Migration of virtual 
machines in operation is considered as a mechanism for managing the load of blade servers. It can 
be concluded that control over the operation of heat removal equipment gives a significant 
optimization of energy consumption. The work [11] presents a classification of cloud deployment 
scenarios by form of ownership and location. A cloud deployment scenario that belongs to one 
enterprise and serves only users of this enterprise, as well as located on the enterprise's own 
territory is classified as on-site private cloud. Further in the text, the term on-site private cloud 
computing platform (OPCCP or Platform) will be used to refer to cloud computing platforms 
deployed in this scenario. More complex scenarios for organizing cloud computing can be 
considered as the combination and interaction OPCCP of several enterprises with each other, 
including those scenarios where shared access to the platform's cloud services is provided. 
Therefore, the OPCCP study on energy consumption optimization remains relevant for other cloud 
computing scenarios. 

The current state of the mathematical methods application issue in the field of cloud computing 
are covered in the work [12]. Existing approaches to mathematical modeling of individual cloud 
computing processes use the methods of combinatorial optimization, game theory, artificial 



intelligence, etc. However, the algorithms presented in the papers are focused on individual 
subsystems and do not provide for modeling the power consumption target function by 
simultaneously isolating essential factors of all subsystems of OPCCP. Also, the presented 
algorithms are mainly focused on the consolidation of virtual machines or software containers, and 
do not delve into the details of the resources and processes involved in the implementation of the 
OPCCP architecture. 

2. The proposed approach 

According to the author, only an understanding of the holistic picture of the organization of the 
work of OPCCP from the physical infrastructure of the data center to the highest level of SaaS 
cloud services allows for a significant improvement in the algorithms for minimizing power 
supply. The creation of an original algorithm for optimizing power consumption is possible by 
highlighting critical parameters as a result of the analysis of internal system processes, which is 
based on the developed by the author multi-level architecture of cloud computing platforms 
(Architecture). Understanding components of the Platform and the principles by which they 
interact allows the researcher to identify significant parameters for optimizing energy 
consumption. A detailed explanation of the organization, purpose, properties and constituent 
elements of each layer of the Architecture is presented in the paper [13].  

2.1. The redistribution process of structure of resources 

The basis for presenting a holistic picture of the structure and internal processes of the OPCCP is 
the author's Architecture. The method of splitting into layers used in the Architecture divides 
functionally similar components into seven distinct layers. The lowest layer of the Architecture is 
the physical infrastructure hardware – that is, a set of different physical nodes (PN): computing 
nodes, data storage systems, network equipment, uninterruptible power supply, cooling units. 
Therefore, all these elements of the Architecture consume electricity, heat up and require cooling, 
which also adds its share to the total energy consumption of the Platform. The rest of the 
Architecture consists of software layers (operating systems, software platforms and products). 
Deployment and launch of elements in software layers leads to the involvement of hardware layer 
resources (processor cores, RAM, data storage space, network bandwidth). In fact, the process of 
redistributing OPCCP resource structures is determined by the life cycles of creating, operating and 
deleting the constituent elements of software layers. The limited number of resources available to 
the deployed operating system of each individual computing sever is determined by its constituent 
physical units (processor cores, RAM, data storage drives). Figure 1 shows a revised representation 
of the Architecture considering the new Kubernetes technology [14], which allows the 
implementation of flexible and elastic container-based software infrastructures. 
It is to represent resources as an abstract array (the main property of cloud computing) that 
OPCCP is built based on a computing cluster (Cluster). In the Cluster, PNs are added and removed 
transparently (without stopping customer service), thanks to the flexible capabilities of the 
Architecture to redistribute the resource structures of software layers between PNs. Thus, a 
separate cloud service (CS) is implemented as a distributed information system capable of 
increasing and decreasing resources volume needed in response to service requests to perform the 
ordered actions. 

Analyzing the possibility of increasing the resources of the Architecture, we assume that there 
are no restrictions on the number of PNs in the OPCCP. Accordingly, the value of the power 
consumption of the OPCCP is equal to the total amount of power consumption of all the involved 
PNs. Obviously, the total resource volume is limited by the total amount of PN resources in the 
OPCCP. We will also consider the standard practice in the IT industry to produce specialized PNs 
focused on a separate type of function or resources (computing speed, data storage, network 
interaction, uninterruptible power supply, heat dissipation). For abbreviated designation in the 
figures and in the text, we classify the types of PN according to their resource orientation: 



computing (CPN), data storage (SPN), network (NPN), uninterruptible power supply (PPN), heat 
dissipation (DPN). 

 

Figure 1: Multi-layer architecture of on-site private cloud computing platforms. 

Also, the spatial location of equipment in the data center servers room affects the power 
consumption costs of the physical infrastructure.  Let's simulate the situation with standardized 
designs of PN enclosures with their placement in typical mounting cabinets in a stack one above 
the other, allowing for a flexible combination of options for their spatial placement. The cabinets in 
the machine room are placed in parallel rows to create "cold" and "hot" convection cooling 
corridors. A solution is possible when the data center engine room is equipped with DPNs of 
different heat dissipation capacities: a machine room, a cold corridor of several cabinets, a separate 
cabinet. Thus, the heat dissipation zone is the totality of PN, the cooling of which is provided by 
one DPN. The number of cabinets, PNs and their types varies according to the needs of the supplier 
regarding the operation of the OPCCP. 

Given the local nature of the network architecture of OPCCP, it is advisable to assume that the 
network latency is constant and very small, such that its value can be neglected. Therefore, the 
above-mentioned structure of the network architecture and the principle of equipment location in 
the data center makes it possible not to analyze the impact of network activity on electricity 
consumption. From the author's point of view, the network hardware architecture of OPCCP 
should be built based on flagship models of third-level switches, which allow you to vary the 
number and bandwidth of ports, programmatically control the configuration of virtual network 
segments. 



The general structure and dynamics of redistribution of OPCCP resources in the 
implementation of individual CS depends on the ratio of the constituent software elements. Within 
the framework of the model, four types of elements of the program layers of the Architecture 
involved in the process of redistribution of resource structures are considered: 1) the operating 
system of the PN (OS); 2) operating system service (OSS); 3) virtual machine (VM); 4) software 
container (SK). The implementation of cloud services is carried out by the composition of the OSS, 
as well as the composition of the compositions of the OSS. Further in the text, where appropriate, 
the elements of OS, OSS, VM and SK will be designated by the general term of Load. 

The author's idea for solving the problem of optimizing the energy consumption of OPCCP is to 
segment the total population of PN by two types of zones in the machine room. The first type is a 
subset of PN whose power supply is provided by one PPN forming power supply zones (PSZ). The 
second type is a subset of PN whose heat dissipation is provided by one DPN forming cooling zone 
(CZ). The idea is, in the absence of loads, to power off not only individual CPN, but also PPN and 
DPN, since the power consumption capacity of DPN is commensurate with the power consumption 
of PN inside the CZ. One CZ can cover several PSZs, depending on the implementation of the data 
center. Minimization of electricity consumption is achieved by minimizing the number of involved 
both individual PNs and entire PSZ and CZ. Preference is given to the placement of loads in the 
active zones. Only in the absence of resources in the zones involved, an additional zone is 
activated, since the DPN has the highest level of power consumption. 

 

Figure 2: Structure of resources redistribution in OPCCP 

Splitting the common set of CPN into subsets of the CZ, which in turn are also divided into 
subsets of the PSZ, allows the division of the optimization problem into subproblems with a limited 
size of data. Let's represent the individual elements of the resource structure as packages packed 
one into one. Thus, we get the idea of an algorithm for packing the multilevel nesting of elements 
of the program levels into the corresponding elements of the lower levels of the Architecture. PSZ 
are packed into CZ. At a level higher CPNs are packed in to PSZ. Even a level higher the loads are 
packed in to CPNs. We consider that structural elements are heterogeneous in terms of 



redistribution technology (VM or SC) and the composition of resource types (computing instances, 
data storage volume). A general representation of the idea of redistribution of resource structures 
is shown by Fig. 2. 

Also, in order to achieve energy savings, the algorithm for redistributing OPCCP resource 
structures should perform the following subtasks: 1) selection of the target CZ; 2) selection of the 
target PSZ; 3) selection of target CPN; 4) selection of loads according to the resource orientation of 
the target CPN or SPN; 5) packing loads in the selected CPN or SPN; 6) shutdown of unused CPNs, 
if necessary shutdown entirely all infrastructure PNs in unused PSZs and CZs; 7) elimination of 
loads placement dispersion across machine room of DC. 

We suppose that the type of microprocessors in PN is the same. The computing power of the 
elements of the Architecture is measured by the number of microprocessor cores involved, the unit 
of measurement is piece by piece (pcs). We suppose that the type of RAM in CPN is the same. The 
unit of measurement of the amount of RAM is a byte (Byte). The unit of measurement of the 
amount of data storage is a byte (Byte). Finally, the result of the target function of the optimization 
model is the power consumption capacity of OPCCP. The unit of measurement of power 
consumption is Watt (W). It should be noted that typical operating systems of minimal 
configuration are deployed in CPN and VM as needed for OSS deployment environment. 

2.2. Resource allocation mechanism 

The problem of optimizing the redistribution of OPCCP resource structures is caused by the need 
to ensure effective support of the main property of CS – the elasticity of cloud computing. The 
elasticity of cloud computing is a property that provides for the ability to change the amount of 
OPCCP resources involved in individual CSs over time. In accordance with the dynamics of 
changes in individual consumer needs, the total volume and structure of redistribution of OPCCP 
resources is constantly changing. An increase or decrease in the number of service requests to an 
individual CS in the SaaS application layer leads to a downward sequence of requests between the 
layers of the OPCCP architecture, causing the automatic allocate or release of CS compute 
resources in the IaaS layer in order to ensure that the volume of resources involved in the 
infrastructure is matched to ensure the current level and intensity of customer service. 

 

Figure 3: Interaction scheme of PA, RCM and RAP 

The life cycle of OPCCP infrastructure facilities takes place in the IaaS (Infrastructure as a 
Service) layer.  More precisely, requests for load placement are performed by the OSS subsystem 
Resource allocation planning (RAP). In choosing the target PN for loads placement, the RAP uses an 
algorithm of sequential enumeration, which leads to uncontrolled dispersion of loads between the 
CPN in the machine room. 

The mechanism for the optimal selection of CPN can be implemented in the form of a separate 
Resource Control and Management (RCM) service. Fig. 3 shows the receipt by the RCM of 
information about the current state of redistribution of OPCCP resources. To provide the RCM 
with operational information about the current state of resource allocation at each CPN, a software 



agent (SA) is placed. Each SA notifies the RCM of each successful resource deployment or release 
event at the local CPN. 

 

Figure 4: Block diagram of the OPIR algorithm 

The calculation of the optimal solution for choosing the target CPN or SPN for loads placement 
should be performed by the RCM based on information about the current state of each PN in the 
hardware cluster of the Platform. It needs to know the power supply state of each CPN, and SPN, 
to which PSZ and CZ belong, what resources are currently placed on them and what number of 
resources for placing new loads are still available. The data of each message from the SA is entered 
by the RCM into the general Nodes states table (NST). Thus, the dynamics of changes in the NST 
reflect the current state of the resource allocation structure of OPCCP in real time. The data 
collected in the NST is processed by the algorithm of optimal allocation of resources integrated in 
the RCM. To ensure the optimal allocation of resources, the author proposes a sequence of actions 
that together make up the algorithm for Optimizing Programmable Infrastructure Resources (OPIR) 
represented by a flowchart in Fig. 4. 

2.3. Algorithm for resource allocation optimization 

The OPIR algorithm is activated by the occurrence of events of redistribution of OPCCP resource 
structures. These are two events: 1) placement loads to the allocation queue; 2) the removal 
(shutdown) of the load had happened. 



We pack loads into the target CPN using the appropriate mathematical method to achieve 
maximum load placement density. Load placement processing is provided in the order of the 
queue. The queue is formed on a first-come, first-served basis. Loads can be assigned priority 
values. Priority loads are processed first. 

Thus, the OPIR algorithm minimizes the number of not only involved CPNs by tightly packing 
the load queue to them but also ensures the consolidation (concentration) of loads in the machine 
room space, by reducing the number of active hardware nodes and turning off PSZ and CZ. 

3. Mathematical methods overview 

Architecture presents the OPCCP as an integral system composed of sets of elements with their 
inherent properties and parameters. Elements of the Architecture (should be understood as 
separate services). Connections between individual services implement other services of a higher 
level of complexity – the composition of services. 

3.1. The packaging problem 

The solution to the problem of redistribution of OPCCP resources is presented by the author as a 
problem of Multi-dimensional Bin packing. At present, the NP-completeness of a large number of 
problems, including the problem of packing a bin, has been determined. The bin packing problem is 
NP-complex [15], i.e., it does not have a polynomial solution. The increase in the number of input 
data leads to an exponential increase in the execution time of the algorithm. However, the 
packaging problem is very common in practical activities. Heuristic algorithms are usually used to 
solve problems of this class. There are two approaches to circumventing exponential dependence. 
Firstly, it is possible to limit the number of input data to reduce the time of calculations. Secondly, 
they try to find a polynomial algorithm for finding a non-optimal solution, but close to optimal. 

Approximate methods for the bin packing problem include Greedy Algorithm, Genetic 
Algorithms, Ant colony Algorithm, Simulated Annealing, etc. These algorithms, as a rule, are 
characterized by polynomial complexity, and the fee for solving is an approximate result. 

The exact methods of solving the bin packing problem include three main methods of discrete 
programming: 

• dual simplex method is a numerical method for solving linear programs, which is an 
improved version of the simplex method. The introduction of an additional constraint 
allows you to obtain an optimal integer solution. An example of the implementation of this 
idea is the Gomori algorithm. The main disadvantage of the method is poor convergence to 
the whole solution. 

• branches and boundaries method come down to building a tree of possible options, 
determining the estimate of the solution boundary for each vertex of the tree, cutting off 
unpromising vertices. 

• dynamic programming method is based on the principle of Bellman's optimality. This 
method was developed in the method of sequential analysis of options. 

The analysis of the resource structures redistribution processes shows that among the possible 
options for redistribution, it is necessary to find the configuration that provides the optimal value 
of the target function. Therefore, the problem is enumerative and can be reduced to combinatorial 
optimization problems. 

3.2. Selection of mathematical method 

The listed methods for solving the problem about the bin packing in the worst case (with any 
initial data, including the most unfavorable) have exponential complexity. This fact determines the 
class of complexity of the problem about the bin packing. The first two exact methods are 



discarded in view of the above shortcomings, and we will apply the method of dynamic 
programming in solving the problem [16]. 

4. Scaling the OPIR algorithm 

The OPIR algorithm implementation is in the form of a VM image file in the format of common 
standard for cloud platforms Open Virtualization Format (OVF). This solution allows us to 
incorporate cloud capabilities for scaling the resources involved by the OPIR algorithm. Depending 
on the scale of hardware clusters with different orders of magnitude of the number of PNs, part of 
the resources at the main node of the OPCCP can be allocated for the placement of VM with OPIR, 
as well as the resources of a separate CPN. With the volumes of OPCCP clusters, where the 
number of PNs reaches tens of thousands of units, the algorithm can be implemented based on a 
VM software cluster with the allocation of resources in the specified PNs of cluster. 

Summary and Further Work 

The article presents for the first time the original author's algorithm Optimization of programmable 
infrastructure resources (OPIR) with the target function of reducing electricity consumption. The 
target function of the minimum electricity consumption of private on-site cloud computing 
platform operates based on resource redistribution options analysis in order to determine the 
optimal placement configuration both of virtual machines, software containers and operation 
system level services inside computing cluster of data center. The mathematical formulation of the 
resource structures redistribution problem in on-site private cloud computing platforms is 
presented by the author as a problem of Multi-dimensional Bin packing. 

For future work, the author plans to investigate the application mathematic method of dynamic 
programming for solving the problem of packing virtual machines and software containers to 
target computing nodes. 
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