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Abstract
As the volume of textual data in daily life continues to grow, developing strategies to produce concise and
coherent summaries have become essential for facilitating efficient access to information. Text summarization
involves condensing a large body of text while preserving essential information and key points. While numerous
summarization techniques have been developed for resource-rich languages like English, there is a notable
scarcity of methods tailored for Indian languages. This paper addresses text summarization tasks for news articles
in Indian languages as part of the Indian Language Summarization (ILSUM) shared task of FIRE 2024. Task 1 is
traditional text summarization, entailing generating abstractive summaries for news articles in English, Gujarati,
Tamil and Telugu. We utilize the mT5_m2m_CrossSum model for cross-lingual abstractive summarization. Task 2
is detection of factual incorrectness in machine-generated summaries in Hindi and Gujarati. The classification of
incorrectness types is done with the help of Logistic Regression. The performance of the chosen methodologies
was evaluated using ROUGE metrics and BERT score for Task 1, while macro-F1 score was employed to evaluate
Task 2. In the rank list released by the organizers, our team, Squad, achieved ranks of 8th, 5th, 6th, and 5th for the
English, Gujarati, Tamil, and Telugu datasets respectively, in Task 1, and ranked 2nd for both Hindi and Gujarati
datasets in Task 2.
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1. Introduction

In today’s data-drivenworld, the vast influx of textual information creates a challenge for individuals who
have limited time to process and comprehend all the data available to them. Here, text summarization
proves invaluable by condensing information, enabling quicker and easier consumption of essential
content. Text summarization systems have diverse applications, such as generating concise overviews
of web pages in search engines or distilling key information from lengthy articles to provide critical
insights in a short time.

The concept of automatic text summarization originated in the 1950s with pioneering efforts at IBM
Research Laboratories [1]. In recent years, advancements in the field have accelerated, largely due to the
growth of the Internet, which has expanded both the volume of available data and the tools available for
machines to generate summaries. Indian languages can be broadly divided into Indo-Aryan languages
(e.g. Hindi-Urdu, Assamese, Bengali, Gujarati, Marathi) and Dravidian languages (e.g. Malayalam,
Tamil, Telugu, Kannada) [2]. This paper aims to provide constructive insights into text summarization
for various Indian languages, focusing on the accuracy and factual correctness of generated summaries.

Despite the prevalence of online summarizers, which many people now rely on, not all systems are
capable of producing reliable and accurate summaries. Machine-generated summaries often face chal-
lenges such as misinterpretation of the text, factual inaccuracies, or ”hallucinations”, where the model
generates entirely fabricated information that appears credible. These issues highlight the importance
of verifying the factual correctness of machine-generated summaries, either by confirming their accu-
racy or identifying errors. This paper addresses the problem by taking the latter approach—detecting
incorrectness within summaries.
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The remainder of the paper is structured as follows: Section 2 reviews related work on text summa-
rization for Indian languages; Section 3 describes the datasets used; Section 4 explains the methodology
for the tasks; Section 5 outlines the performance metrics; Section 6 presents and analyzes the results;
and Section 7 concludes the paper.

2. Related Works

This paper aims to expand on prior research in text summarization and factual misinformation detection,
focusing on the linguistic nuances of Indian languages. The primary goal is to tailor summarization
and misinformation detection techniques to address language-specific challenges.

In the realm of summarization, recent works [3] explores the use of mT5-small and mT5-base models,
fine-tuning T5-base in both Indian English and Hindi. This approach merges the strengths of T5-base
and translation models, which helps overcome linguistic challenges and enhances summary quality.
Another study [4] employs extractive summarization using K-means clustering, with text tokenized
and vectorized via Word2Vec, showing the adaptability of extractive techniques for both small and
large data samples. Similarly, research [5] applies K-means clustering with Term Frequency-Inverse
Document Frequency (TF-IDF) vectorization to capture word frequency in sentences, further improving
extractive summarization efficacy.
An article [6] provides an extensive review of summarization techniques for Indian languages,

examining statistical, linguistic, machine learning, and hybrid methodologies. While machine learning
models and neural networks analyze sentence relevance, dataset limitations affect their effectiveness.
This study highlights the unique summarization challenges in Indian languages, offering evaluations
for improved summarization approaches.
IndicBART, introduced in [7], is a multilingual sequence-to-sequence model designed to leverage

similarities in Indic scripts, optimizing transfer learning for Indian languages. The paper demonstrates
the competitive performance of IndicBART in Neural Machine Translation (NMT) compared to larger
models like mBART50, particularly in low-resource environments.
Regarding misinformation detection, [8] investigates factual inaccuracies in machine-generated

summaries, proposing a prompt-based classification system to identify errors such as misrepresentation
and false attribution. While effective in leveraging transfer learning through natural language prompts,
the study highlights the need for improvement in error detection across machine-generated summaries.
The Label Mask Multi-label Text Classification model (LM-MTC) presented in [9] uses masked

language modeling to identify label correlations by assigning tokens to labels and masking them,
drawing inspiration from cloze questions. This method enhances generalization, yielding strong results
across datasets.
Studies [10] and [11] addressing classification challenges use up-sampling during preprocessing

to counter class imbalance, significantly improving accuracy and identifying minority classes more
effectively. By generating synthetic examples for underrepresented classes, these methods ensure
balanced dataset learning.
An overview paper [12] examines multi-label text classification models within Indian languages

like Hindi and Marathi, focusing on fine-tuned transformer and multilingual models. Despite notable
F1-scores, the paper concludes that fine-grained multi-label classification remains challenging for
language-specific datasets.

Lastly, insights from similar shared tasks [13] [14] [15] organized by FIRE provided valuable perspec-
tive, refining the development of our solution through comparative analysis with prior work. These
tasks helped shape the methodological approach, enhancing the applicability and effectiveness of the
solutions presented.



3. Dataset Description

The ILSUM 2024 shared task [16] [17] [18] [19] [20] addresses the gap in automatic summarization
resources for Indian languages, where large datasets are scarce. This third edition expands coverage
by introducing Kannada, Tamil, and Telugu, in addition to Hindi, Gujarati [21], Bengali, and Indian
English, aiming to create reusable corpora for effective summarization.

3.1. Task 1

The given task focuses on traditional text summarization, with the goal of generating concise, meaningful
fixed-length summaries for news articles available in multiple Indian languages. The datasets provided
are in English, Gujarati, and Dravidian languages such as Tamil and Telugu. The dataset for each
language is divided into three parts: training, validation, and test. The training and validation datasets
each contain a unique identifier, the news article text, its headline, and the corresponding summary.
The test dataset consists of id and headline-article pairs. Refer to Table 1 for detailed dataset statistics
of each language.

Table 1
Dataset Statistics for Task 1

English Gujarati Tamil Telugu

Training Data 9376 12356 4104 9583
Validation Data 1500 – 456 1065
Test Data 2500 1457 1955 4564

Total 13376 13813 6515 15212

3.2. Task 2

This task aims to detect factual inaccuracies in machine-generated summaries of English news articles
provided in Indian languages. It includes two subtasks based on the summary language: Hindi and
Gujarati. The training dataset contains the source news title, headline, and article in English, along
with both factually correct and incorrect abstractive summaries in English, Hindi, and Gujarati, as well
as the type of incorrectness. The various categories of summaries are:

• Misrepresentation: It involves conveying information in a misleading way, often by exaggerating,
downplaying, or distorting facts to fit a specific narrative and is a type of factual incorrect
summary.

• Inaccurate quantities: It is the factual incorrectness that arises when specific quantities, measure-
ments, or statistics are misrepresented, intentionally or accidentally.

• False Attribution: It is another form of factual incorrectness, involving misattributing a statement,
idea, or action to an individual or a group.

• Fabrication: It is a serious form of factual incorrectness, involving the creation of entirely false
data, sources, or events.

• Correct: It refers to the factually correct summary of the given article.

The train dataset consists of 4975 records; Table 2 describes the distribution of the same, before and
after upsampling. The test dataset for both Hindi and Gujarati consists of 200 records each; comprising
the id, source English article, and corresponding summary in the respective Indian language.



Table 2
Dataset Distribution for Task 2

Labels Before Upsampling After Upsampling

Misrepresentation 294 3986
Incorrect quantities 195 3986
False attribution 250 3986
Fabrication 250 3986
Correct 3986 3986

Total 4975 19930

4. Methodology

4.1. Task 1

4.1.1. Text Preprocessing

The methodology begins with preprocessing the input articles to ensure a clean and standardized text
format. All articles undergo a cleaning process where unnecessary whitespace and line breaks are
removed. This step is essential for providing a consistent input text that maximizes model efficiency
and minimizes noise, setting a solid foundation for subsequent summarization tasks.

4.1.2. Model Selection and Summary Generation

For summary generation, we experimented with four models—BART, T5, mT5, and mT5_m2m_Cross-
Sum—and selected the mT5_m2m_CrossSum model [22] as it delivered the best results. This model,
a variant of the mT5 (Multilingual T5) architecture that incorporates features from the m2m model,
is pre-trained and fine-tuned on CrossSum, the largest cross-lingual summarization dataset, which
supports effective summarization across numerous language pairs [23]. The mT5_m2m_CrossSum
model is particularly well-suited for this task, as it is optimized for multilingual contexts and can
generate high-quality summaries across diverse languages.

In implementing this model, we used specific hyperparameters to enhance performance and quality.
The input text was tokenized with a maximum length of 512 tokens, with summaries generated up to a
maximum of 84 tokens. To improve coherence and prevent repetition, we set no_repeat_ngram_size
to 2. Beam search with num_beams set to 4 was used to maintain output fluency. Additionally, the
decoder_start_token_id was set to the ID corresponding to the target language to facilitate language-
specific summarization. By leveraging these configurations, we achieved seamless cross-lingual summa-
rization, enabling accurate summaries across multiple Indian languages, aligned with the multilingual
nature of the input dataset.

4.1.3. Tokenization and Language Specification

Following text preprocessing, the cleaned articles are tokenized using the mT5 tokenizer, a component
specifically designed to handle multilingual input effectively. Tokenization is an essential step, as it
converts the raw text into a format that the model can process. During the tokenization process, the
target language of the summary is specified. This enables the transformer model to decode the text in
the desired language accurately, which is crucial for multilingual datasets. The mT5 tokenizer provides
robust tokenization tailored to the characteristics of each language in the dataset, facilitating effective
input handling and enhancing the model’s performance.

4.1.4. Evaluation with ROUGE Metrics

The generated summaries are evaluated using ROUGE (Recall-Oriented Understudy for Gisting Eval-
uation) metrics, a widely used metric for summarization tasks. ROUGE measures the n-gram, word



sequence, and word pair overlap between the generated summaries and reference summaries, providing
a quantitative assessment of summary quality. We analyze ROUGE scores for each language, focusing
on ROUGE-1, ROUGE-2, and ROUGE-L metrics, to capture different aspects of summarization accu-
racy. This evaluation approach allows for a nuanced understanding of the model’s performance across
languages, assessing both content relevance and structure fidelity.
This methodology combines rigorous preprocessing, advanced multilingual modeling, and robust

evaluation metrics to provide high-quality cross-lingual summarization. By standardizing input text,
leveraging the specialized mT5_m2m_crossSum model, and analyzing summary accuracy with ROUGE
metrics, this approach ensures effective and scalable summarization across multiple Indian languages,
making it a valuable asset for multilingual content summarization.

4.2. Task 2

4.2.1. Data Cleaning

The methodology begins by addressing missing values in the Incorrectness_Type column, where null
entries are replaced with the label ”Correct”. This approach allows for consistency in the dataset by
ensuring that all records have a defined label, facilitating smoother processing and analysis. To further
normalize the dataset, summaries corresponding to these entries are copied into the Incorrectness_Type
column, establishing a uniform structure.

4.2.2. Upsampling the Data

Recognizing the challenge of class imbalance in the dataset, an upsampling technique is applied to
equalize the representation of each class. This ensures that the model is not biased towards more
frequent labels, improving its ability to generalize across all categories of incorrectness.

4.2.3. Feature Extraction

For feature extraction, the Article, Incorrect_Summary_Gujarati and Incorrect_Summary_Hindi columns
are combined into a single textual input feature. By merging these fields, the model can access richer
contextual information from both the original article and the provided summaries, potentially enhancing
its understanding of correctness nuances. The combined text is then processed using a TF-IDF (Term
Frequency-Inverse Document Frequency) vectorizer, which converts textual data into a weighted
numerical representation based on term relevance. This transformation captures the importance of
specific terms across documents, enabling the model to focus on meaningful features.

4.2.4. Model Building

After vectorization, the dataset is divided into training and testing subsets, where the vectorizer is fit
to the training data and subsequently applied to the test data to ensure consistency during training
the model. A variety of traditional models, including Support Vector Machine, Logistic Regression,
and Random Forest, as well as ensemble methods like Bagging Classifier and Gradient Boosting, were
evaluated. Ultimately, Logistic Regression was identified as the top-performing model. A Logistic
Regression model was then trained on the vectorized data, with a maximum of 1000 iterations, utilizing
the transformed text to predict the Incorrectness_Type. This method is chosen for its efficiency and
interpretability in multiclass classification tasks.

Overall, this approach maintains data integrity, mitigates class imbalance, and uses text vectorization
to enhance predictive accuracy, offering a structured and scalable solution to identifying incorrectness
types.



5. Performance Metrics

This section provides insight on the metrics used to evaluate the performance of the methodologies
employed for each task.

5.1. Task 1

5.1.1. ROUGE Score

The summaries generated for each language are evaluated using the standard ROUGE (Recall-Oriented
Understudy for Gisting Evaluation), which indicates the extent of similarity between the reference
human-created summary and the machine-generated summary.

• ROUGE-N:Measures the overlap of n-grams, which are contiguous sequences of n items, between
the generated summary and the reference summaries.

– ROUGE-1: Considers unigrams (single words).
– ROUGE-2: Considers bigrams (pairs of consecutive words).
– ROUGE-4: Considers sequences of 4 words.

• ROUGE-L: Measures the longest common subsequence between the generated and reference
summaries, taking into account the order of words and enhancing sensitivity to the summary’s
structure.

The ROUGE scores are calculated by considering the Recall, Precision, and F1 scores.

• Recall: Refers to the extent to which the generated summary aligns with the reference summary,
specifically indicating the proportion of sentences selected by the human that were accurately
recognized by the system.

Recall =
Number of overlapping n-grams

Total n-grams in reference
(1)

• Precision: Indicates the proportion of the generated summary that is relevant or necessary; it
represents the fraction of sentences produced by the system that are accurate.

Precision =
Number of overlapping n-grams

Total n-grams in generated summary
(2)

• F1 Score: The harmonic mean of precision and recall, providing a balance between the two.

F1 Score = 2 × Precision × Recall
Precision + Recall

(3)

5.1.2. BERT Score

The evaluation of the quality of text summarization—measuring how similar the text summary is to the
original text—can be done using the BERT (Bidirectional Encoder Representations from Transformers)
Score metric. It leverages contextual embeddings from the BERT model to capture the semantic
similarity between the generated text and reference text summaries. The generated and reference texts
are tokenized and mapped to their corresponding BERT embeddings, which are compared using cosine
similarity.

• Recall: Evaluates the proportion of relevant tokens in the generated summary that match the
reference summary.

• Precision: Assesses how many tokens from the reference summary are effectively captured in
the generated text.

• F1 Score: The harmonic mean of precision and recall, providing a balanced score.



ROUGE is more appropriate for extractive summarization, as it relies on exact n-gram overlap, which
aligns with the goals of extractive methods. BERT Score is better suited for abstractive summarization
because it captures meaning beyond structural similarity, evaluating summaries based on semantic
similarity.

5.2. Task 2

For the evaluation of our methodology for Task 2 , we have chosen Precision, Recall and F1-Score as
performance metrics.

• Recall for a specific label indicates the proportion of correctly identified instances of that label
out of all true instances in the data.

Recall = True Positives
True Positives + False Negatives

(4)

• Precision for a specific label (incorrectness type) measures the proportion of correctly identified
instances of that type out of all instances predicted as that type by the model.

Precision = True Positives
True Positives + False Positives

(5)

• F1 Score for a specific label is the harmonic mean of precision and recall for that label, providing
a balanced measure.

F1 Score = 2 × Precision × Recall
Precision + Recall

(6)

The Macro-Average F1 Score evaluates the model’s performance across all classes in multi-label classifi-
cation by calculating the F1 score for each class independently, ensuring that each class is given equal
weight in the overall score.

To set a wider table, which takes up the whole width of the page’s live area, use the environment
table* to enclose the table’s contents and the table caption. As with a single-column table, this wide
table will “float” to a location deemed more desirable. Immediately following this sentence is the point
at which Table ?? is included in the input file; again, it is instructive to compare the placement of the
table here with the table in the printed output of this document.

6. Result Analysis

6.1. Task 1

We experimented with four different text summarization models - BART, T5, mT5, and mT5_m2m_Cross-
Sum — aiming to determine the most effective model for generating summaries of articles in English,
Hindi, Tamil, and Telugu. The mT5_m2m_CrossSummodel consistently outperformed the others, owing
to its strong cross-lingual transfer capabilities and its tailored design for abstractive summarization
across various languages. Using this model, we generated summaries for each test dataset, calculating
ROUGE and BERT scores for each language, with the final performance results detailed in Table 3. For
Task 1, our submissions achieved ranks of 8th for English, 5th for Gujarati, 6th for Tamil, and 5th for
Telugu in the official rank list released by the organizers.

The cross-lingual architecture and pre-trained nature of the mT5_m2m_CrossSum model enhance
its ability to handle linguistic nuances, resulting in high-quality, abstractive summaries. Further
improvements in text summarization with this model are feasible by fine-tuning on domain-specific
datasets, which would deepen contextual understanding and yield more cohesive summaries.



Table 3
Task 1 Performance Scores

BERT Score ROUGE Score

Language Precision Recall F1 Score ROUGE-1 ROUGE-2 ROUGE-4 ROUGE-L

English 0.8764 0.8447 0.8601 0.2214 0.0579 0.0111 0.1761
Gujarati 0.7578 0.6844 0.7186 0.1810 0.0811 0.0347 0.1748
Tamil 0.6192 0.5747 0.5951 0.0121 0.0007 0.0001 0.0120
Telugu 0.7392 0.6765 0.7058 0.1498 0.0695 0.0226 0.1434

6.2. Task 2

After having experimented with various models such as Support Vector Machine, Random Forest,
Bagging Classifier and Gradient Boosting, the Logistic Regression model was selected owing to its
probabilistic nature that allows it to accurately distinguish among multiple classes based on the learned
features. The performance results for each test dataset are summarized in Table 4. For Task 2, our
submissions for both the Hindi and Gujarati datasets have secured 2nd rank in the rank list released by
the organizers.

Table 4
Task 2 Performance Scores

Language Macro Avg F1 Score

Hindi 0.3153
Gujarati 0.2960

The confusion matrix is shown in Figure 1 to depict the model’s classification accuracy and highlight
the distribution of predicted labels compared to the actual labels. The model demonstrated high accuracy
for labels such as ”fabrication,” ”incorrect quantities,” and ”misrepresentation,” with no misclassifications
in these categories. However, there were slight errors in differentiating between the ”Correct” and
”false attribution” labels, indicating that the features used to distinguish these classes may overlap and
need further refinement to enhance classification accuracy.

Figure 1: Confusion Matrix

Future work should focus on enhancing the Logistic Regression model for detecting factual incor-
rectness by implementing advanced feature engineering techniques, such as integrating semantic
embeddings and linguistic attributes. Additionally, exploring advanced architectures like neural net-
works and large language models (LLMs), alongside ensemble methods and hyperparameter tuning,



could significantly improve overall model performance.

7. Conclusion

In conclusion, this paper has investigated text summarization tasks for Indian languages, focusing on
two key areas. In Task 1, we employed the pre-trained model mT5_m2m_CrossSum for summarizing
articles in languages such as English, Gujarati, Tamil, and Telugu. The model achieved favorable
ROUGE scores, demonstrating a significant lexical overlap between the generated summaries and the
reference summaries. Task 2 involved the detection of factually incorrect cross-lingual summaries in
Hindi and Gujarati using a Logistic Regression model, which effectively classified the summaries into
their respective categories. The evaluation and analysis of the results from both tasks provided valuable
insights into the challenges of text summarization and classification in multilingual contexts. Ongoing
advancements in model refinement and feature extraction will be crucial for enhancing performance in
future research efforts.
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