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Abstract

Hate speech detection is an important, but not yet resolved topic of research. The importance of the topic is
particularly apparent in our age of social media. The success of old social media platforms, and emergence of new
ones, allows the spread of messages (including hate speech) at an unprecedented rate. It is crucial thus to curb
hate speech in order to maintain a healthy exchange of ideas and ensure that all participants feel safe expressing
their views. Given the need to protect individuals from hateful language on social media, regardless of the form it
takes (text, video, or audio), it is essential to find a way to foster more respectful discourse. To facilitate this, we
propose a model that leverages deep learning techniques and the universal sentence encoder, aiming to navigate
language nuances effectively. We applied our proposed model to the HASOC2024 task and achieved a Macro
Fy-score of 0.7641, placing us in 4*" position in the competition.
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1. Introduction

Hate speech continues to permeate social media exchanges [1]. The perception in recent years has
been that the amount of hateful exchanges increased on X, (formerly known as Twitter). This increase,
coming both from human users, as well as bots does not help any narrative[2]. Given this fact, it
has become a priority to combat the hateful exchanges to create a more civilised approach to conflict
resolution[3].

The mitigation of hate speech has become a critical task for maintaining healthy online environments,
and protecting members of vulnerable groups. An important step towards this goal is the detection
of hate speech. Automated solutions have emerged as promising, and much needed solutions for this
problem, given the struggles of manual content moderation to keep pace with the sheer volume of
online interactions, and the psychological toll it takes on moderators to interact with large amounts of
hateful content on a daily basis [4].

1.1. Our Hybrid Approach

We have explored hybrid models combining different techniques to address some of these challenges.
One such approach is our current model that combines the Universal Sentence Encoder (USE) [5, 6]
with Long Short-Term Memory (LSTM) networks [7], leveraging the strengths of both techniques:
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USE: It provides rich semantic representations of text, capturing contextual information effectively.

LSTM: They excel at processing sequential data, making them well suited to analyse the flow of
language in potentially hateful content. This hybrid approach has shown effectiveness in detecting hate
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speech in multiple datasets, offering improved accuracy and generalisation compared to single-technique
models.

1.2. Universal Sentence encoding (USE):
The sentence encoding technique comprises several use cases which include the following [5, 6]:

» Resource constraints: USE is beneficial in scenarios with limited computational resources or
where fast inference is crucial.

« Transfer learning: USE is designed for transfer learning and can be effective for a wide range of
NLP tasks without extensive fine-tuning.

« General-purpose embeddings: USE provides high-quality sentence embeddings that can be used
for various downstream tasks, making it versatile for general NLP applications.

2. Background

Hate speech is a complex and evolving phenomenon that has gained increased attention in the digital
age. Although there is no universally accepted, precise and productive definition, most would agree
that hate speech means public speech that expresses hate, encourages violence or promotes prejudice
against individuals or groups based on attributes such as race, religion, ethnicity, sexual orientation, or
gender identity.

2.1. Definition of Hate Speech

The lack of a consistent definition poses challenges for researchers and policymakers. Various institu-
tions and scholars have proposed their own definitions:

« The Cambridge Dictionary defines hate speech as “public speech that expresses hate or encourages
violence towards a person or group based on something such as race, religion, sex, or sexual
orientation” [8].

« Facebook defines hate speech as “a direct attack on people based on protected characteristics—race,
ethnicity, national origin, religious affiliation, sexual orientation, caste, sex, gender, gender identity,
and serious disease or disability” [9].

« Fortuna et al. describe hate speech as “language that attacks or diminishes, that incites violence
or hate against groups, based on specific characteristics such as physical appearance, religion,
descent, national or ethnic origin, sexual orientation, gender identity or other” [3].

These definitions highlight the complexity of categorising hate speech and the need for a nuanced
approach to its detection and mitigation in two ways. For one, these definitions highlight the complexity
of the problem by their differences. In the definition of the Cambridge Dictionary, the expression of hate
is sufficient to qualify content as hateful. While in the description of Fortuna et al. language needs to
attack, diminish, or incite violence/hate. And according to facebook the message has to be a direct attack.
Moreove, the complexity arises from the fact that each definition contains expressions that themselves
may need to be defined. For example, what constitutes as a direct attack? What would encourage
someone to violence? This would surely be different from person to person, and consequently, it is
likely that different annotators would judge this question differently, when having to annotate for the
presence or absence of hate speech.

2.2. Prevalence and Consequences of Hate Speech in Online Platforms

The proliferation of social media and online communication has increased the visibility and spread of
hate speech. Studies have shown that the prevalence of hate speech on online platforms can range from
30% to 40% of user-generated content, depending on the platform and definition used [10, 11, 12]. The
consequences of online hate speech are far-reaching and severe:



« Psychological harm: Victims of hate speech often experience stress, anxiety, and depression [13].

« Social cohesion erosion: Hate speech can contribute to the marginalisation of minority groups
and increase societal divisions.

« Potential for real-world violence: Online hate speech has been linked to an increase in hate crimes
and can be a precursor to more severe forms of discrimination [14].

+ Threat to democratic discourse: Hate speech can stifle free expression by intimidating certain
groups from participating in online discussions [3].

The challenge of addressing hate speech while preserving freedom of expression has led to varying
approaches in different countries. Although many developed democracies have implemented laws
restricting hate speech, the United States has consistently protected it under the First Amendment,
creating a complex landscape for global online platforms [15].

Practical strategies for detecting and mitigating hate speech become increasingly crucial as the digital
sphere evolves. This background underscores the importance of developing sophisticated, context-aware
systems to identify and address hate speech in online environments.

2.3. Importance and Challenges of Hate Speech Detection

Hate speech detection is important for several reasons, some of which are:

« Protecting vulnerable groups: It helps safeguard individuals and communities from targeted
harassment and discrimination.

« Maintaining online safety: It creates a safer and more inclusive digital environment.

« Preventing offline consequences: Early detection can help prevent the escalation of online hate
into real-world violence or discrimination.

However, the task of hate speech detection faces several challenges:

« Contextual nuances: Understanding the context and intent behind potentially offensive language
is complex.
+ Evolving language: Hate speech often adapts and uses coded language to evade detection.

« Balancing free speech: There is a need to balance removing harmful content and preserving
freedom of expression.

3. Methods

Our proposed model architecture uses a hybrid approach, combining the Universal Sentence Encoder
(USE) with a Bidirectional Long-Short-Term Memory (BiLSTM) network. This architecture aims to
capture contextual embeddings (via USE), and sequential information (via LSTM) from the input text.
First, we describe the datasets used and then our hybrid approach.

3.1. Datasets

Our experiments utilise a dataset comprising four distinct hate speech corpora. HASOC 2019, 2020,
2021 [16, 17, 18] and the offensive language identification dataset (OLID) [19]. This approach allows for
a comprehensive analysis of hate speech in multiple years and contexts, which can help us detect new
and unforeseen hate discourse.

3.1.1. Combined Dataset Description

The HASOC (Hate Speech and Offensive Content Identification) datasets from 2019, 2020, and 2021
(16, 17, 18] provide a rich source of multilingual hate speech data. Each year’s dataset offers unique
characteristics:



Dataset Description

HASOC 2019 [16] | Contains 5,852 English tweets.
HASOC 2020 [17] | Contains 5,335 English tweets.
HASOC 2021 [18] | Contains 5,484 English tweets.
OLID [19] Contains 14,100 English tweets.

Table 1
Summary of HASOC and OLID datasets

3.1.2. Data Pre-processing

Our pre-processing pipeline includes the following:

+ Removal of emojis, emoticons and special characters

« Lowercasing and tokenisation

« Replacing of URLs, user mentions and hashtags by placeholders such as URL, USER and HASH-
TAG.

These methods helped us to have a cleaner text that is more agreeable to further processing.

3.1.3. 5-Fold Cross-Validation Approach and Final Submission Processing

To ensure reliable model evaluation, we implement a 5-fold cross-validation strategy. This evaluation
format involves:

« Splitting the combined dataset into five equal parts

+ Training the model on four parts and testing on the remaining part
« Testing on the test set 5 times to cover all data

+ Averaging the performance metrics across all folds

Lastly, before submitting the final results, we conducted majority voting on three different runs of
our results, which helped us further filter down the test results.

3.2. Model description: Universal Sentence Encoder

The model begins with the Universal Sentence Encoder (USE), a pre-trained model that encodes text
into high-dimensional vectors [5]. We utilise the USE (version 4) as a fixed feature extractor, setting its
layers as non-trainable to benefit from its pre-trained knowledge while reducing computational costs.

3.2.1. Model description: Bidirectional LSTM Layers

The USE output is reshaped and fed into two stacked Bidirectional LSTM layers. The first BILSTM layer
contains 1500 units and returns sequences, while the second contains 1000 units. These layers process
the input in both forward and backward directions, allowing the model to capture complex temporal
dependencies and contextual information from past and future states.

3.2.2. Model description: Dense Layers and Regularisation

Following the BiLSTM layers, the model incorporates dense layers of units 1024, 512, 300, and 256, each
with a ReLU activation function. To combat overfitting, we utilised several regularisation techniques:

+ Each dense layer has an L2 or weight decay, regularizator.
« Constrained max norm, to 3, on the kernel weights of the dense layers.
+ The dropout layers have rates of 0.5 and 0.4 after each dense layer.



3.2.3. Model description: Output Layer

The final layer is a single-unit dense layer with a sigmoid activation function to get a probability score
for the classification task.

3.2.4. Model description: Model Compilation

We used the Adam Optimiser with a learning rate of le-3 and binary cross-entropy as the loss function,
which is common in binary classification tasks. We also implement gradient clipping (clipnorm=1.0) to
prevent the gradient from exploding. The process is visualized in fig. 1
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Figure 1: Visual representation of the methodology.

3.3. Performance Metrics and Cross-Validation

We evaluated our model using accuracy as the primary metric for selecting the best model. To ensure a
robust performance assessment, we implement a five-fold cross-validation approach. This evaluation
involves training and evaluating the model on five different train-validation splits of the dataset, then
averaging the results to obtain a more reliable estimate of the model’s performance.

3.4. Model Ensemble

We create an ensemble of models trained on different folds to further improve prediction stability and
accuracy. The final prediction is obtained by averaging the output of these individual models.

This hybrid USE-BiLSTM architecture, combined with regularisation techniques and ensemble
learning, aims to effectively capture the nuances of hate speech while maintaining generalisation
capability.



Layer (type) Output Shape | Param #
Lambda (Lambda) ? 0
reshape (Reshape) (None, 1, 512) 0
bidirectional (Bidirectional) (None, 1, 3000) | 24,156,000
bidirectional_1 (Bidirectional) | (None, 2000) 32,008,000
dense (Dense) (None, 1024) 2,049,024
dropout (Dropout) (None, 1024) 0
dense_1 (Dense) (None, 512) 524,800
dropout_1 (Dropout) (None, 512) 0
dense_2 (Dense) (None, 300) 153,900
dropout_2 (Dropout) (None, 300) 0
dense_3 (Dense) (None, 256) 77,056
dropout_3 (Dropout) (None, 256) 0
dense_4 (Dense) (None, 1) 257

Table 2
Deep Neural Network Architecture

- Total params: 176,907,113 (674.85 MB)

« Trainable params: 58,969,037 (224.95 MB)

« Non-trainable params: 0 (0.00 B)

« Optimizer params: 117,938,076 (449.90 MB)

4. Results and Discussion

This paper focused on subtask A of the HASOC 2024 competition. Our results are only for the English
part. The submission comprised three different runs of the model’s code restarting after each completion,
in which the previously mentioned step was done 3.1.3. In Table 3, we have the results supplied to us

by the organisers; here, we see that our model got a gth place with a Macro F-score of 0.7641.
Table 3
Team Rankings by Best Macro F1 Score
Rank | Team Name Best Macro F1 Score

1 | FIRC-NLP 0.8133

2 | Jing 0.8005

3 wangkonggiang 0.7939

4 TheNorthAtLTU 0.7641

5 TextTitans 0.7561

6 Abishikta 0.7104

7 MUCS 0.5653

8 KK_IIITR_Research_Lab 0.5492

As the table 3 shows, our score did not vary more than 0.05 from the top groups. Considering that
we did not actively use a transformer model variation, the missing points can be seen as a trade-off
between performance and energy consumption.

We also analysed our results, considering the text lengths, which could guide us on why or where
the errors could be.

In fig. 2, we show the distribution we obtained for one of our experiments of the predicted classes.
We also plot a histogram of text length that we obtain from our predictions set to look for some insight
that we may have overlooked that the text distributions could provide; we show this in fig. 3.
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Figure 2: Predicted class distribution.
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Figure 3: Histogram of text length per class.

5. Conclusion

Hate speech detection remains a significant and unsolved problem in the field of natural language
processing (NLP) due to the natural evolution of language. While it may continue to be unsolved in the
near future, our approach aims to introduce a consistent method for detecting hate speech.

Our approach, which leverages hate speech datasets from the HASOC competitions and the OLID
dataset, has demonstrated its effectiveness. This combination allowed us to achieve the 4th position
with a Macro F-score of 0.7641. This achievement serves as evidence that combating online hate
speech can be accomplished without relying heavily on resource-intensive models like transformers.
Our approach has the potential to make a significant impact on this important societal issue.



6. Future Work

We want to incorporate a more comprehensive range of data for classification, which could help
further refinement. We will also explore new ideas for improving model efficiency and reducing power
consumption and will strive to incorporate multilingual capabilities.

We hope that our research has put forward a new direction for effective hate speech detection, but
there are several avenues for future exploration and improvement; some of the future directions include:

6.1. Incorporating a Wider Array of Data for Classification

A key focus of our future work will be expanding our dataset to cover a broader range of hate speech
types and contexts. By incorporating data from various sources, languages, and cultural contexts, we
aim to develop a more robust and generalisable model [20]. This expanded data set will help address
the current limitations of dataset-specific classifiers and move toward a more universal hate speech
detection system [21].

6.2. Improving Model Efficiency and Reducing Power Consumption

As we work towards more sophisticated models, we will also focus on optimising their efficiency:

« Exploring model compression techniques to reduce the computational requirements of our hate
speech detection systems[22].

« Investigating energy-efficient architectures that can maintain high performance while minimising
power consumption[23, 24].

+ Developing lighter models suitable for edge computing, enabling real-time hate speech detection
on user devices utilising frameworks like hyperdimensional computing[25].

By following these research directions, we hope to develop a next-generation hate speech detection
system that is more accurate, efficient, and adaptable to the current and future hate speech content
created by the online world.

Declaration on Generative Al
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