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Abstract
This paper provides an overview of the first edition of the shared task on Spoken Query Cross-Lingual Information
Retrieval for Indic Languages (SqCLIR), organized at the 16th Forum for Information Retrieval Evaluation (FIRE
2024). This year, we provided datasets for four languages from the FIRE collection: Hindi, Bengali, Gujarati,
and Indian English, along with speech queries generated from the FIRE collection. This edition included two
subtasks: 1) Spoken Query Ad-Hoc Retrieval: a Monolingual Retrieval 2) Spoken Query Cross-Lingual Retrieval.
The SqCLIR task received an enthusiastic response, with over 26 teams registering. A total of 4 teams submitted
runs across both subtasks, and 1 team ended up submitting the working notes. Standard metrics such as MRR,
Recall@100, and Recall@1000 were used to evaluate both subtasks.
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1. Introduction

Recent advancements in Natural Language Processing (NLP) have driven substantial progress in widely
spoken and resourced languages such as English, Chinese, and French. However, Indian languages,
including Gujarati, Hindi, Bengali, Telugu, and Kannada, have not achieved a comparable state of
resource development. The primary obstacle lies in the lack of adequate linguistic resources and
tools despite India’s immense linguistic diversity. Bridging this gap is essential to ensure equitable
technological advancements across languages.
To address these challenges, the Forum for Information Retrieval Evaluation (FIRE) [1] has taken a

leading role in promoting research on Indian languages. FIRE has made substantial contributions to
various language-specific tasks, including hate speech detection [2, 3, 4, 5, 6, 7, 8], sentiment analysis
[9, 10, 11], mixed-script information retrieval [12, 13], summarization [14, 15], sarcasm detection [16],
fake news detection [17, 18], machine translation [19], and event detection [20, 21]. Additionally, FIRE
has addressed language-independent challenges such as legal document retrieval and summarization
[22, 23, 24], microblog retrieval [25], and information retrieval for software engineering [26, 27]. A
notable contribution of FIRE is the release of the FIRE corpus during 2008–2012 [28, 29], which has
provided researchers with critical resources for building and evaluating information retrieval systems.

India’s linguistic landscape, encompassing 22 officially recognized languages under the Eighth Sched-
ule of the Constitution—including Assamese, Bengali, Gujarati, Hindi, Kannada, and others—presents
unique challenges for NLP. The diversity in scripts, grammar, and phonology, coupled with limited
resources, complicates the development of robust and scalable retrieval systems. Spoken-query retrieval,
a critical area for enhancing accessibility, remains particularly underexplored for Indian languages.
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In cross-lingual contexts, the challenge grows further due to the structural and resource disparities
between languages.

To address this challenge and explore new territory, we introduced a novel shared task called Spoken-
Query Cross-Lingual Information Retrieval for Indic Languages (SqCLIR) as part of FIRE 2024. This
task aims to support the development and evaluation of retrieval systems that process spoken queries
as input to retrieve relevant documents from a corpus. The inaugural edition of SqCLIR includes two
tasks:

1. Spoken Query Ad-Hoc Retrieval - Monolingual Retrieval
2. Spoken Query Cross-Lingual Retrieval

The Monolingual Retrieval Task covered languages Gujarati, Hindi, Bengali, and Indian English, while
the Cross-Lingual Retrieval Task included English, Hindi, and Bengali. For this year, we utilized the
FIRE dataset from 2008- 2012 as the document target retrieval collection. The Spoken Query dataset
was created using these corpora, providing 50 spoken queries as training data and 150 spoken queries
as test data.

The remainder of this paper is organized as follows. Section 2 provides detailed information about the
shared task, followed by Section 3, which describes the dataset used. Section 4 outlines the evaluation
methods employed for assessing retrieval systems. Section 5 presents the results of the participating
teams, and Section 6 concludes the paper with key findings and future directions.

2. Task Definition

The first shared task on Spoken-Query Cross-Lingual Information Retrieval for the Indic languages
marks a significant advancement in creating benchmark datasets for spoken-query retrieval in Indic
languages. This inaugural edition covers Gujarati, Hindi, Bengali, and Indian English. This year, two
subtasks are introduced: Monolingual Retrieval and Cross-Lingual Retrieval. The following subsections
provide a detailed discussion of each task and the corresponding datasets.

2.1. Task 1 : Spoken Query Ad-Hoc Retrieval Data - Monolingual Task

The objective of this task is develop a Spoken Query Retrieval System to handle monolingual spoken
queries within a standard text-based retrieval and ranking framework. Both the spoken queries and the
documents in this task are in the same language, simplifying the retrieval process and allowing for a
more direct language-specific search. The primary focus is on accurately interpreting spoken queries
and retrieving relevant documents from a monolingual corpus, thus ensuring efficiency and consistency
throughout the retrieval process. For this inaugural edition of SqCLIR, we have included the languages
English, Gujarati, Hindi, and Bengali.

2.2. Task 2 : Spoken Query Cross-Lingual Retrieval

The objective of this task is to develop a Spoken Query Retrieval System capable of handling cross-
lingual queries. Unlike monolingual retrieval, this task involves spoken queries and a corpus in different
languages, introducing additional complexity to the retrieval process. The system should accurately
interpret spoken queries in one language and retrieve the most relevant documents from a corpus in
another language. For this inaugural edition of SqCLIR, the languages included are English, Hindi,
and Bengali. The task uses various combinations of these languages as query-corpus pairs, enabling
participants to tackle a range of cross-lingual retrieval challenges.



Monolingual Task Result
Team Name MAP MRR R@10 R@100 R@1000

English
IITM_BS 0.0414 0.2414 0.0321 0.1279 0.2503

Hindi
Awsathama 0.0032 0.0561 0.0027 0.0115 0.0388

Table 1
Results of monolingual retrieval task

3. Dataset

In this inaugural year of the SQCLIR track, we leverage the FIRE Collection1 [28, 29], a rich and diverse
dataset that includes several Indian languages, such as English, Hindi, Bengali, Gujarati, and Marathi.
This corpus is sourced from reputable publications, including Anandabazar Patrika for Bengali, Gujarat
Samachar for Gujarati, Indiatimes and Dainik Jagran for Hindi, and The Telegraph for English. The
dataset provides a robust foundation for developing and evaluating retrieval systems, featuring a wide
range of documents.

Additionally, we also provided the Spoken Query dataset queries to the participants, which is created
using the FIRE Collection, with queries spoken by native speakers proficient in English, Gujarati, Hindi,
and Bengali. This ensures that the spoken queries reflect natural language use and dialectal nuances in
these languages, providing a robust basis for developing and evaluating retrieval systems.

For both tasks, we provided 50 spoken queries as training data and 150 spoken queries for testing data,
along with the qrel for train querys. This combined dataset supports the development and evaluation
of both monolingual and cross-lingual retrieval systems.

4. Evaluation

Submissions were evaluated using measures from the ir_measures tool [30], the official implementation
of trec_eval for standard evaluation measures. To assess both tasks, we used the qrel files specific to the
language of the documents in the corpus. For evaluation, Mean Reciprocal Rank (MRR) served as the
primary metric for ranked retrieved documents. Additionally, Recall@100, and Recall@1000 metrics
were employed to provide a more comprehensive assessment of the results.

5. Results and Discussion

For both tasks, we received a total of 26 team registrations, with 23 teams registered for Task 1
(Monolingual Retrieval) and 20 for Task 2 (Cross-Lingual Retrieval). In Task 1, registrations were
distributed across the following languages: 9 in Gujarati, 17 in Hindi, 16 in Bengali, and 22 in English.
For Task 2, registrations covered the following language pairs: 17 for English-Hindi, 11 for English-
Bengali, 16 for Hindi-English, 8 for Hindi-Bengali, 8 for Bengali-Hindi, and 10 for Bengali-English. Out
of the 4 teams that submitted runs, only 2 teams provided valid submissions, with 1 run each—one in
English and one in Hindi, both for Task 1 only.The results are provided in Table 5.
For English Monolingual Retrieval, the IIT_BS [31] team submitted a single run. They used a pre-

trained Whisper model [32] to transcribe spoken queries into text. The all-MiniLM-L6-v2 model [33]
was then employed to generate embeddings for both the transcribed query and the documents. Cosine
similarity was calculated between the query and document embeddings to retrieve and rank documents
based on their relevance to the query. On the test queries, they achieved an MRR of 0.2414 with
Recall@100 of 0.1279, and Recall@1000 of 0.2503.

1https://fire.irsi.org.in/fire/static/data



For HindiMonolingual Retrieval, the Awsathama team submitted a single run. They used a pre-trained
Whisper model to transcribe spoken queries into text, followed by the paraphrase-multilingual-MiniLM-
L12-v2 sentence-transformers model to generate embeddings for both the transcribed queries and
documents. A FAISS IndexFlatIP [34, 35] was then used to retrieve and rank documents based on their
relevance to the query. On the test queries, they achieved an MRR of 0.0561 with Recall@100 of 0.0115,
and Recall@1000 of 0.0388. These results were suboptimal, potentially due to implementation errors,
limitations of the embedding model for Hindi, or issues with the Whisper model. However, as the team
did not submit working notes, we are unable to confirm the exact cause.

6. Concluding Discussions

The SqCLIR track was introduced for the first time at FIRE 2024 to promote research in Speech Query
Cross-Lingual Information Retrieval for Indian languages (Hindi, Gujarati, English, and Bengali).
Although dense, single-stage retrieval systems performed well, the lack of varied methods and limited
team involvement posed challenges for broader evaluation and innovation. Despite these issues, we, as
the organizers, remain optimistic that future iterations will encourage greater participation and foster
more diverse and robust solutions for Speech Query Cross-Lingual Information Retrieval.
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