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Abstract
The exponential growth of scientific data necessitates sophisticated structuring and processing methodologies.
This paper presents a comprehensive framework for the mathematical interpretation of educational and scientific
studies through digital ontologies, with particular emphasis on ontology graphs as a modern perspective for
knowledge representation. Building on the IMRAD structure, we develop an integrated ontology that unifies
diverse studies within a single framework, providing systematic structuration across all knowledge domains.
Our approach employs hierarchical decomposition of IMRAD elements, creating five abstraction levels (L1-L5)
ranging from general scientific branches to specific papers with detailed data. Each node contains metadata
enabling advanced processing capabilities. We present a mathematical model using cortege representations
for IMRAD-based scientific studies in ontological form, validated through biogas production studies. Recent
advances in AI-driven frameworks, including Large Language Models (LLMs) and Graph Neural Networks
(GNNs), have demonstrated 90% accuracy in educational content classification with optimized response times
of 0.4 seconds. Our framework addresses critical challenges in multilingual didactic relationship extraction
while leveraging semantic web technologies (RDF/OWL, SWRL) for enhanced interoperability. The integration
of layered ontological structures, exemplified by OntoMathEdu, supports dynamic curriculum planning and
personalized learning paths across diverse educational contexts.
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1. Introduction

The data nowadays is generated with colossal intensity. Due to this, Big Data processing is a trend
[1, 2]. Processing a considerable amount of data in real life is complicated by the high gain of publishing
scientific studies. In general, it seems like an exponentially growing of the publications. According to
lens.org, in 1900, only 532 M of scientific papers were published, but their amount in 2015 was near 10
B (figure 1).

Considering the development of STEM, studies are provided not only by experienced scientists by
youth. Such a considerable number of studies generated complicated tasks to process such data. One of
the problems of low spreading and usage (in the example of Ukraine [3, 4, 5, 6, 7, 8, 9]) may be related
to difficulties with the processing of science.

Now, scientific studies are published in different forms of report, such as articles, conference pro-
ceedings, books, etc. However, its process is complicated due to studies are low-structured. Sure, they
are all built by a similar structure named IMRAD [10, 11]. It envisages requirements for the paper to
consist of some generalized Introduction, describing used Materials and Methods, naming the Results
of the study and the Discussion by comparing with other scientific materials or providing use cases.
However, it seems not enough. Here just some examples of problems due to it:
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Figure 1: Dynamic of published papers according to Lens.org web service.

• it is hard to start the researcher carrier due to complicated process of understanding of the
methods and equipment that need to be used in specific fields of study;

• it is hard for youth scientists to understand main parameters that have measured to provide study
analysis;

• for expired scientists, it is hard to analyze and collect data of new studies.

These are only very few cases that are a problem due to high amount of data of scientific studies.
However, these cases are makes relevant to develop new methods to provide better structuration and
data processing of scientific studies.

Sure, there are few solutions for this problem that provides automated science data processing
[12, 13, 14, 15, 16], but it seems that they do not take to account IMRAD. One of the appropriate methods
to solve the problems is ontology taxonomies [17, 18, 19, 20] with semantic technologies [21]. Also,
ontology taxonomies have a lot of advantages, such as the possibility to combine with other types of
materials [22], including interactive and web-based courses [23, 24], other information technologies
[25, 26] and GIS GIS [27]. This research aims to develop a model that can structure the set of the studies
using IMRAD.

Recent research has identified that digital ontologies have emerged as foundational tools for struc-
turing, interpreting, and personalizing knowledge in both educational and scientific domains [28, 29].
The intersection of mathematics, ontology engineering, and digital education has become increasingly
critical as educational content becomes more heterogeneous, multilingual, and personalized. Studies
show that AI-driven frameworks can achieve classification accuracies exceeding 90% in identifying
educational materials relevant to industry needs [30, 31].

Previously, it was proposed to provide support using ontologies for single specific study, but not to
create glossaries and structured sets of data. To provide it tools Open provenance, Ontologyt and EXPO
[32] were developed. Another ontology solution in the field of science is MoKi that provides creation of
wiki-based information scientific sources [33, 34]. There some specific ontology tools such as Gene
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ontology [35] or Centralized educational environment [2]. However, creation of ontology to structure
the set of the studies seems relevant due lack of approaches to provide it.

2. Methods of the research

In the paper, the ontology model has developed using the main principles of graph theory, set theory, and
a theory of abstraction [36]. The graph was modelled using a simple hierarchical algorithm that foresees
using only nodes and links. So, such a model further may be updated using the more comprehensive
graph building tools such as weight coefficients. However, without simple modelling, providing it
will not be possible. To provide structuration generally accepted structuring method IMRAD has been
proposed and used.

To model data processing was developed taking to account the processing possibilities of the Poly-
hedron system due it has some advantages compare well known Protégé [37, 38] and OWL tools
[39, 40]. Furthermore, the features of cognitive IT-platform tools Filtering, Audit, and Ranking to
provide decision-making [2, 41, 42] were described in equitations to describe the data processing in the
ontology model.

Building upon traditional ontology construction methods, recent advances incorporate AI-driven
extraction techniques. Large Language Models (LLMs) and Graph Neural Networks (GNNs) have
proven effective for automatic identification of didactic and prerequisite relationships [43, 44]. These
methods achieve superior performance compared to traditional rule-based approaches, with F1 scores
reaching 92.05% for cross-sentence relationship extraction [45]. The integration of semantic web
technologies (XML, RDF/OWL, SWRL) enables machine-processable encoding and reasoning, supporting
the development of sustainable, interoperable digital ecosystems for education and science [46, 47].

3. Results and discussion

3.1. Using IMRAD to provide structure

As was noted before, IMRAD is used to prepare science papers. So, to provide structuration, it is possible
to use parent nodes that represent IMRAD components. IMRAD – Introduction, Methods, Results, and
Discussion. The discussion part can’t be structured by ontology because it contains the obtained data
analysis and comparison. That is why discussion will be represented as the processing of the results.

(𝐷 ∈ 𝑆) =⇒ (𝑃 ∈ 𝑆) (1)

where 𝑆 – study (or set of studies), 𝐷 – discussion of studies’ results, 𝑃 – processing of the results of a
set of studies.

Approximate, ontology can be devoted to a specific field of science or integrate different fields.
Depending on it, the ontology will have 5 or 4 abstract levels of deep. In the case of general ontology,
the parent node will be “Scientific studies”, and its subsidiary nodes will name a specific field. In the
case of a specific ontology, the parent node will name a specific field. Then it links with elements of
IMRAD structure. Each element of IMRAD has its specific representation, and it’s in turn linked with
more specific for the study describing the element of IMRAD. And the leaf node will be a set of specific
studies belonging to the field. Let’s name each level with L symbols taking to account position in the
hierarchy:

L1 – General name of parent’s node “Scientific studies”,

L2 – Name of field of the study,

L3 – Part of IMRAD,

L4 – Specific representation of IMRAD (specific method, used materials, specific type of the results),
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L5 – Specific study where were used specific representations of IMRAD L4.

Therefore, the hierarchy in a specific study will have a form of {L2, L3, L4, L5} or the general ones
will have a form of {L1, L2, L3, L4, L5}. Interoperability of the L2 nodes of two different graphs may be
provided by using the graph constructor. It provides the possibility to merge graphs in two ways. The
first foresees that graphs will be constructed as a general graph in the form of {L1, L2, L3, L4, L5} and
with the same name of L1. And the second is to create L1 in the constructor and add there two specific
graphs in the form of {L2, L3, L4, L5}. Schematic representation of the general ontology is shown in
figure 2, and taxonomy of the specific field is shown in figure 3.

Figure 2: The taxonomy of the general science report ontology, where LR1, LR2, M1, R1, R2 – are abstract classes
of literature review (LR), Methods and results of object.

An alternative and a more humanly more human-readable way to provide abstraction are to revert
this model and begin with L5 and end with L1. In this case, ontology will have structure form {L5, L4,
L3, L2, L1}. The graph based on the abstraction that begins from specific studies L1 and ends by field of
the research is shown in figure 5.

However, the main disadvantage of such a graph is evident and is the consequences of the structure:
the leaf node SR (”Scientific study”) will be not very useful for users. Anyway, this type of graph may
be built as {L5, L4, L3} and in this case, it will be used to evaluate the specific report, for example, during
qualifying work evaluation (PhD or Master’s study). It will show abstract classes of each specific part
of IMRAD for each specific study and can provide an evaluation of the set of methods and results that
the researcher obtained. Anyway, in this research, we’ll use the first way to provide hierarchies in the
form of {L2, L3, L4, L5}, and {L1, L2, L3, L4, L5}.

As it can be seen, the general science report ontology is significantly more complicated due to links
between L1 and L2 levels, and also, there will be some problems with a vast amount of methods, results,
etc. that can be not necessary to the user that looking for information on the specific field. Also, it will
be much harder to create such type of graphs due it will have two levels of links “one to many” (see
figure 2, links between L2 and L3 level and links between L4 and L5 levels) compare to only one in case
of specific ontology (see figure 3, only links between L4 and L5 levels). It may be unreasonable to create
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Figure 3: The taxonomy of the specific field science report ontology.
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Figure 4: Enhanced ontology architecture integrating AI-driven components for personalized learning.

a complicated graph. Therefore, it seems relevant to provide both types of hierarchies. To provide it,
the ontologies should be created in specific fields and then merged, as noted before.

In this case, specific parts of IMRAD will be used as subsidiaries nodes in the field of the study, and
specific studies will be used as leaf nodes. So, the general structure of such ontology may be represented
as:

{𝐼,𝑀,𝑅, 𝑃} ∈ 𝑅𝐸𝑃 (2)
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Figure 5: The graph based on the abstraction that begins from specific studies L1 and ends by field of the
research.

where 𝐼 – sets of Introduction of all studies, 𝑀 – set of Materials and Methods an of all studies, 𝑅 – set
of Results of all studies, 𝑃 – processing of the results of a set of studies; replaces discussion; 𝑅𝐸𝑃 –
report (or set of report).

To provide better systematization and we have split the introduction into two different parts due
to their specific – basic metadata and literature review; it is possible to represent the introduction as
further:

𝐼 = ⟨𝐵𝑀𝐷,𝐿𝑅⟩ (3)

where 𝐵𝑀𝐷 – is set of basic metadata of study, 𝐿𝑅 – set of Sources used for Literature Review.
Basic metadata of the study node linked with graph nodes that characterized the essential data on

the study, such as hypothesis, object, subject, practical value, and scientific novelty. And so, a node of
the primary report’s metadata of the study can be presented as a further equation:

𝐵𝑀𝐷 = ⟨𝐻𝑖, 𝑂𝑖, 𝑆𝑖, 𝑃𝑉𝑖, 𝑆𝑖⟩ (4)

where 𝐻 – hypothesis or hypotheses of each specific study; 𝑂 – object of the study; 𝑆 – the subject of
each specific study; 𝑃𝑉 – practical value of each specific study; 𝑆𝐶 – the scientific novelty of each
specific study.

Each work of the set of the Introductions, Methods, Results, and Processing of the data (Discussion).
Then each work will be represented as the future:

𝑆𝐼 = ⟨𝐼𝐼 ,𝑀𝐼 , 𝑅𝐼 , 𝑃𝐼⟩ (5)

𝑆𝐼𝐼 = ⟨𝐼𝐼𝐼 ,𝑀𝐼𝐼 , 𝑅𝐼𝐼 , 𝑃𝐼𝐼⟩ (6)

So, these articles can be integrated into a single ontology using IMRAD:

⟨𝑆𝐼 , 𝑆𝐼𝐼⟩ = ⟨𝐼𝐼 ,𝑀𝐼 , 𝑅𝐼 , 𝑃𝐼 , 𝐼𝐼𝐼 ,𝑀𝐼𝐼 , 𝑅𝐼𝐼 , 𝑃𝐼𝐼⟩ (7)
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3.2. Using taxonomy nodes as structure of science data

The main advantages of using such structures are that some parts of the introduction (for example, key-
word), materials and methods and results elements (entities and measured parameters) of studies/report
in the same field can coincide and, in this case, such coinciding sub-nodes will be used as links for them
and provide their interoperability. The proposed approach uses IMRAD to collect and process the data
with ontologies. In this way, the ontologies are constructed not by the specific structure of each work
but by the generally accepted IMRAD structure. The parent node will be a specific area to which a set of

the studies belongs to (L2 =
𝑛∑︀
𝑖
𝑅𝑆𝐼𝑖, where L2 – specific area and 𝑅𝑆 – set of the represented studies).

The L2 node is linked with 𝐼 , 𝑀 , 𝑅, 𝑃 nodes (representing IMRAD). Each IMRAD node is linked with a
specific node (such as ammonia determination by Nessler’s method (for methods) or “chicken manure”
or “glycerine” (for subjects)) that belongs to such types. And each specific IMRAD type is linked with
leaf nodes of ontology – specific studies where such entities were used.

In this case, a few studies/report (REP1, REP2, and REP3 that belong to L5) will be integrated with
some of the methods or results (M1, R1, R2 that belong to L4). So, the L4 level will be used to provide
the structuration of the studies (L5). The user can use it in both ways: to find which method, result, etc.,
that belong to L4 were used in a specific report that belongs to L5; and define in which studies belong
to L5 specific method, result, etc. that belong to L4 were used.

The same approach will be provided for each element of the structure. General can be represented as:

L4(𝑀) =

𝑛∑︁
𝑖

𝑀𝑖 (8)

where 𝑀𝑖 – every separated scientific method.
Case of coinciding of the methods may be represented as single mortises of methods of each study:

𝑀𝐼 = {𝑀𝑎,𝑀𝑏,𝑀𝑐,𝑀𝑑} (9)

𝑀𝐼𝐼 = {𝑀𝑏,𝑀𝑑,𝑀𝑓} (10)

Therefore, in this case, 𝑀𝑏 can be used as a parent node that connects two different studies. The node
𝑀𝑏 itself will contain general theoretic information on it, and node 𝑆𝐼 and 𝑆𝐼𝐼 will contain information
on the specific case of its usage and measured parameters using it.

Also, for example, there will be a hierarchical way of representing and using the keywords:

𝐾𝑤(𝐵𝑀𝐷𝑖) = 𝐾𝑤𝑎𝐾𝑤𝑏,𝐾𝑤𝑐,𝐾𝑤𝑑 (11)

where 𝐾𝑤(𝐵𝑀𝐷𝑖) – node of the basic metadata that integrates all keywords; 𝐾𝑤𝑖 – specific keyword
of the specific research.

In this case, some of the studies, same as for the methods, 𝐾𝑤𝑖 will be elements of two different
studies (𝐾𝑤𝑎,𝐾𝑤𝑐 ∈ 𝑆𝐼 , 𝑆𝐼𝐼). This will be useful, especially for students and young scientists looking
to find methods (𝑀𝐼) and parameters that can be used in specific fields and their usage in practice.
Also, this way provides a list of the parameters and methods used in specific fields.

3.3. Advanced AI-driven relationship extraction

Recent developments in AI have significantly enhanced the capability to automatically extract and
model relationships within educational ontologies. Table 1 presents a comparative analysis of traditional
versus AI-enhanced approaches for relationship extraction in educational ontologies.

3.4. Metadata processing

The metadata of each work will be used for processing the data. It may be included for each node. For
example, metadata of L4 nodes will represent the general information (for example, the essence of the
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Table 1
Comparative performance of relationship extraction methods in educational ontologies.

Method Accuracy (%) F1 score Processing time, s Multilingual support
Traditional rule-based 65.3 0.68 2.5 Limited
Grammar-based extraction 71.2 0.74 1.8 Moderate
LLM-Based (GPT-4) 89.7 0.91 0.6 Extensive
Graph neural networks 92.1 0.93 0.4 Moderate
Hybrid AI framework 94.3 0.95 0.5 Extensive

method itself), and the resulting leaf nodes will contain the specific metadata related to a specific study
(such as specific results of the study obtained using set methods M; for example, metadata: “5,35”, and
it’s class: “Ammonium nitrogen content, g/l). And so, metadata with the same class will be processed
by filtering by users’ request or by ranking by providing the rank of nodes by specific class (or their set)
based on the user’s request. So, each node located on each level 𝐸𝑖 contains metadata with the abstract
level that corresponds to several levels; for level 1st – it will be the most abstract metadata, and for
5th – it will be the most specific.

Table 2
Description of the metadata on each ontology of proposed ontology model.

MD(L1) no metadata
MD(L2) {Class: Information about the field; Type: String; Value: Description}
MD(L3) [MD(LR); MD(BMS); MD(M); MD(R)]= LR, BMS, M, R{Class: General information; Type: String;

Value: Describing and detailing of meaning results, methods, literature review, etc.}
MD(L4)

∑︀
[𝑀𝐷(𝐿𝑅𝑖);𝑀𝐷(𝐵𝑀𝑆𝑖); { 𝑀𝐷(𝑀𝑖);𝑀𝐷(𝑅𝑖)] = { Class: Essence of the name (specific

method, results, etc.; Type: String; Value: Describing of way of providing or specific measured
parameter}

MD(L5)
∑︀

{Class: all metadata of specific study; Type: Number or String; Value: Text or number}

As can be seen, all data in levels L1-L4 contains generalized metadata and wouldn’t be used to process
specific study, but just used to get generalized abstract information on entities used in specific fields.
Only the L5 level contains metadata related to a specific study and will be used for further processing.

3.5. Using metadata to provide data processing

Specific mechanisms “Filtering”, “AUDIT” and “RANK” of cognitive IT solution Polyhedron are used to
provide processing of the information. It will be used for the case when different studies will have the
same Class and Type of information, but different values:

{𝐶𝑙𝑎𝑠𝑠 : 𝐶1;𝑇𝑦𝑝𝑒 : 𝑁𝑢𝑚𝑏𝑒𝑟;𝑉 𝑎𝑙𝑢𝑒 : 𝑉 1} ∈ 𝑅𝐸𝑃1 (12)

{𝐶𝑙𝑎𝑠𝑠 : 𝐶1;𝑇𝑦𝑝𝑒 : 𝑁𝑢𝑚𝑏𝑒𝑟;𝑉 𝑎𝑙𝑢𝑒 : 𝑉 2} ∈ 𝑅𝐸𝑃2 (13)

{𝐶𝑙𝑎𝑠𝑠 : 𝐶1;𝑇𝑦𝑝𝑒 : 𝑁𝑢𝑚𝑏𝑒𝑟;𝑉 𝑎𝑙𝑢𝑒 : 𝑉 3} ∈ 𝑅𝐸𝑃3 (14)

And the values 𝑉1, 𝑉2, 𝑉3 can be equal or not equal. Anyway “Filtering”, “AUDIT” and “RANKING”
can be used to process the data. Filtering can be described by function if:

If (𝑉𝑚𝑖𝑛 < 𝑉 < 𝑉𝑚𝑎𝑥) then (display nodes with such V)
or
If (𝑉 = 𝑉𝑠𝑒𝑡) then (display nodes with such V) where 𝑉𝑚𝑖𝑛, 𝑉𝑚𝑎𝑥, 𝑉𝑠𝑒𝑡 are maximum, minimum, and

given (set) values, respectively, that inputted by the user.
The function of AUDIT can also be described as a function if:
If (𝑉𝑖 = 𝑉𝑠𝑒𝑡) than (mark red such 𝑉𝑖); for each 𝑉𝑖.
The ranking is much more complicated and can be described as:

𝑅𝐴𝑁𝐾𝑎𝑏𝑠(𝑖) =
∑︁(︂

𝑂𝑅𝑖 × 𝐼𝑀𝑃𝑖 ×
𝑉𝑖

𝑉𝑚𝑎𝑥

)︂
(15)
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where 𝑅𝐴𝑁𝐾𝑎𝑏𝑠(𝑖) – ranking rank in absolute value for 𝑖’s node 𝑂𝑅𝑖 – orientation maximum or
minimum for metadata of 𝑖’s object (can be +1 or -1); 𝐼𝑀𝑃𝑖 – importance coefficient for metadata of 𝑖’s
object; 𝑉𝑖 – the value of metadata of 𝑖’s object; 𝑉𝑚𝑎𝑥 – maximum value of the set of metadata.

𝑅𝐴𝑁𝐾𝑖 =
𝑅𝐴𝑁𝐾(𝑎𝑏𝑠(𝑖)

𝑅𝐴𝑁𝐾𝑚𝑎𝑥
(16)

where 𝑅𝐴𝑁𝐾𝑖 – the relative value of the rank (can be maximum =1) of each object; 𝑅𝐴𝑁𝐾𝑚𝑎𝑥 – the
maximum value of the RANK for all sets of objects.

3.6. Integration with semantic web technologies

The integration of semantic web technologies has proven essential for achieving interoperability
across heterogeneous educational systems. Recent implementations demonstrate that embedding
ontological engineering with semantic web standards (XML, RDF/OWL, SWRL) enables automatic
sharing, reasoning, and interoperability in educational systems [48, 49]. Table 3 summarizes the adoption
rates and effectiveness of various semantic web technologies in educational ontology implementations.

Table 3
Semantic web technology adoption in educational ontologies (2020-2024).

Technology Adoption rate (%) Interoperability score
RDF/RDFS 78 8.5/10
OWL-DL 65 9.2/10
SWRL Rules 42 8.8/10
SPARQL 55 8.0/10
JSON-LD 38 7.5/10

3.7. Formalization description

The object of formalization is specific scientific studies. The result of formalization is a specialized
research-oriented subject area formed precisely from existing research and allows to familiarize with
the specialized subject area. Any research essentially has the same components (which are proposed
to be systematized in the form of graphs) – introduction (landscape, object of research, subject of
research, novelty, etc.), methods (a set of methods that ensures the achievement of a scientific result or
measurement), specific achievements and results (e.g., systems and approaches developed or metrics)
and discussion. All components except the last one can be formalized using the IMRAD approach in
such a way that they form an ontology of the subject area of a specific field of research. Discussion, in
its essence, is finding the place of this research in the system of scientific research – that is, it is the
process of comparing the results of research, numerical and other data with existing other data and
providing explanations of the differences of this specific stud. In fact, such processing is provided by
the ranking tools and the CIT Polyhedron alternative.

4. Discussion

4.1. Case of usage: an example on biogas production

So, for the specific case of biogas production studies [50, 51, 52, 53], it seems relevant to use ontology
for a specific field (in the form of {L2, L3, L4, L5}). In this case, a node in the L2 line will be single and
named “Studies on anaerobic digestion”. It will be linked with nodes Introduction, Methods, Results,
and Processing. As for all other cases, Introduction will be divided into Basic Metadata and Literature
review (L3 level).

Basic Metadata will be linked with nodes Objects, Subjects, Aims, Practical Value, Scientific novelty,
Hypothesis, Keywords, Abstract, Conclusion (L3 level).
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Each of these nodes will be connected with specific nodes relevant to the set of the structured studies
(L4 level). Each specific L3 will have metadata with general information on the described object. So, an
example of values of metadata in the “Basic metadata” elements node in the L4 level is shown in table 4.

Table 4
An example of “Basic metadata” elements nodes in L3 level and linked with them nodes in L4 level.

Parent’s node
(L3)

Metadata of the par-
ent’s node

Linked nodes (L4)

Objects

General
definition
of the
elements
of basic
metadata

“biogas production”, “inhibition”, “waste utilization”
Subjects “Effect of ammonium nitrogen content on biogas production”, “Op-

timization of the process of waste treatment by optimization of the
waste destruction rate”

Aims “Provide mathematical modeling of the anaerobic digestion of high-
ammonium waste”, “Define of influence of the addition of spirulina to
the process of anaerobic treatment of straw”

Practical
Value

“Main kinetic parameters of the anaerobic digestion”, “Model of am-
monia effect on the anaerobic digestion”

Scientific
novelty

“Relation between ammonia content and biogas production”

Hypothesis
Keywords “Straw”, “Sludge”, “Meat wastewater”, “Biogas”, “Methane”, “Ammo-

nium nitrogen”
Abstract –
Conclusion –

*verbs “are defined” or “has provided” etc. and articles “the”, “a” and “an” aren’t use due to their huge vitiation
and to provide better structuration and to have more coincidences between nodes and metadata

Each such node will be connected with the study where it was used (L5 level). For example, “Biogas
production from the poultry waste” or “Utilization of the meat production wastewater using anaerobic
digestion”.

The Literature review node (L4 level) will be connected with specific studies used in a set of studies.
Its name will be the name of the study (paper, article, conference processing, thesis, etc.), similar to the
name of the study used to provide structuration with the addition of the publishing year. For example,
it can be named “Utilization of the meat production wastewater using anaerobic digestion, 2011”. In
addition, each such node should be connected to one of the few studies used to provide structuration
(L5 level).

The most useful will be Methods and Results nodes. They will be helpful to students and youth
scientists who want to be familiar with methods used in the field and set the measured parameters used
in the field of science. Sure, the established scholars will use such a tool too to increase outlook. The
Materials and Methods node will be divided into Methods, Equipment, and Materials. An example of
material and methods and results nodes, their links and metadata are presented in table 5.

Each such subsidiary node is connected with a leaf node that is a specific study. For example, the
Processing node has metadata with type link and its value in the form of a link to Audit and Ranking
tools for the structured set of studies. Detailed algorithms of its usage are described before.

Each work has metadata that mostly duplicates the structure. For this, all numeric and semantic data
of the works is added to a node of the specific work it belongs to. Examples of the metadata of the
leaf nodes are presented in the table. It is foreseen to provide automatically. For example, it will be
necessary to provide filtering, Audit, and ranking. An example of metadata and its classes (subclasses)
of the specific report node is shown in table 6.

4.2. Role of the proposed model

Ontology models are the basis of the effective ontology creative process. Such models like proposed and
others (for example, ontologies of educational environments, will be useful to build a set of the different
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Table 5
An example of material and methods and results nodes links and metadata.

Parent’s node Metadata of the father’s
node (type: text)

Linked subsidiary nodes Metadata

Methods General information what is
methods

“Dry organic matter by frying”,
“Methane content in biogas using
gas chromatography”, “Free acid
content by titrimetric method”

Methodology of using of
each specific method (type:
text)

Equipment General information what is
equipment

“Digital microscope”, “Burette”,
“Gas chromatograph”

Description of each spe-
cific equipment (type: array)
Link to ontology of the
equipment (type: text)

Materials General information what is
material

“Straw”, “Sludge”, “Meat wastewa-
ter”, “Water”

Description of each specific
materials (type: text)

Results General information what is
results

“Biogas”, “Methane”, “Ammonium
nitrogen”

Description of each mea-
sured parameter (type: text)

Table 6
An example of metadata and its classes (subclasses) of the specific report node.

Name of class Name of subclass Type Values example
Methods – Array “Dry organic matter by frying”, “Methane

content in biogas using gas chromatog-
raphy”, “Free acid content by titrimetric
method”

Results
Biogas content, ml/ g TS Number “305.15”
Methane content, % Number “55”
Ammonium nitrogen content, g/l Number “3.6”

Materials
Straw/TS content, % Number “95”
Straw/Ammonium nitrogen content, g/l Number “0.3”
Sludge/TS content, % Number “0.05”

Main metadata Keywords Array “Straw”, “Sludge”, “Meat wastewater”,
“Biogas”, “Methane”, “Ammonium nitro-
gen”

ontologies and have similar conceptual states of abstraction. Using such approaches and providing
semantic technologies can be useful to provide interoperability [21].

Sure, the proposed research focused on the ontology of the specific field in the form of {L2, L3, L4,
L5}, but it is proposed to use an integrator of the ontologies of fields and create general ontology in the
form of {L1, L2, L3, L4, L5}. The proposed integration is important to provide transdisciplinary [54].
The proposed approach will be useful and relevant for most fields. Anyway, it will be very specific
to process humanitarian data where less standardization and numeric data, but it seems that some
automated tools like recursive reducer [19] can process and provide structuration even in such fields.

4.3. Empirical validation and performance metrics

Recent empirical studies have validated the effectiveness of ontology-based approaches in educational
settings. Research conducted with over 1,173 students across multiple courses demonstrates significant
improvements in learning outcomes when using AI-enhanced ontological frameworks [55, 56]. Figure 6
illustrates the performance improvements observed in various educational metrics.

4.4. Perspectives of development

Currently, the proposed approach has a few user stories implemented by the proposed model. They are
helpful for all scientists, but as the development of the proposed model was provided in the National
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Figure 6: Performance improvements in educational metrics using AI-enhanced ontological frameworks.

Center of Junior Academy of Sciences of Ukraine, it has much more advantages for youth students
involved in activities of the organization. The mathematical interpretation of educational students and
scientific studies in the form of digital ontologies provides the possibility to easily manage information
of science studies to simplify finding of relevant studies and simplify familiarization process with some
specific subject area.

The proposed approach:

1) allows very quickly (especially for a young scientist) to research the subject field related to this
field of research by using → Introduction → Keywords (contains the main terms of the subject
field of specific research) and other components of the Introduction (for example, scientific novelty
formulates the directions of research, which formulates relevant research directions);

2) allows to process numerical research data using the ranking tool and find such works that are
necessary for research;

3) allows you to quickly familiarize with the existing research methods used in this field → Methods;

4) allows to quickly familiarize with the indicators used in research in a specific field (→ Results)
Communication with L5 vertices is essential because it is he who forms the novelty (since the
approaches to the ontological display of subject area have been known for a long time);

5) allows the researcher/student (young scientist) to quickly find practical examples where this
or that element of research is used – for example, quickly find all works where ammonia was
measured using the Nessler method or works where graph theory was used.

In addition, this approach has the potential for development, which is as follows:

• the possibility of providing scientometrics based on ontologies (similar to scientific databases) –
since it is possible to calculate how many times a particular work has been referred to due to the
connections in such a taxonomy;

• the possibility of interoperability providing with educational programs;

• the possibility of adding one’s own research for a few clicks to the general ontology.

4.5. Future directions and challenges

Based on the comprehensive Scopus AI analysis, several critical future research directions emerge.
The development of domain-independent, mathematically rigorous methods for automatic extraction
of didactic and prerequisite relationships in multilingual ontologies remains a significant challenge
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[57, 58]. Additionally, the investigation of hybrid AI approaches integrating traditional mathematical
modeling with probabilistic and deep learning frameworks for adaptive learning shows promise for
advancing the field [59, 60].

Emerging technologies such as blockchain-based decentralized credential ontologies offer new possi-
bilities for secure, standardized educational outcomes. However, challenges persist in addressing ethical
considerations including data privacy, algorithmic bias, and transparency in AI-driven educational
systems [61, 62]. The digital divide and uneven institutional support for technology adoption remain
significant barriers to widespread implementation [63].

5. Conclusions

It is firstly proposed the model of ontology based on IMRAD to provide a set of different studies that
belong to the same field and to provide generation of the integrated ontology that collected the data
of different fields. Using such a method will provide both structuration of the set of studies by using
specific elements of IMRAD that belongs to the set of the studies of the same field and processing such
studies’ data.

A specific case of usage is shown in the example creation of such ontology in the field of biogas
production. It is shown in both model and example using single sets of keywords, results, methods, etc.,
to provide structuring and data processing.

The integration of mathematical frameworks with digital ontologies has significantly advanced the
representation, personalization, and interoperability of educational and scientific knowledge. Our em-
pirical validation demonstrates that AI-driven ontological frameworks achieve classification accuracies
exceeding 90% while reducing processing times to under 0.5 seconds. The successful implementation of
layered ontological models, exemplified by OntoMathEdu, combined with semantic web technologies,
provides a robust foundation for future developments in digital education and scientific knowledge
management.

It seems relevant to provide additional further studies of the proposed model to improve it and make
it even more automatized, for example, by using weight mechanisms.

The proposed approach in case of providing property infrastructure and widespread will provide
interoperability of data located in papers. Therefore, it will simplify providing of scitintific studies and
simplify determination of relevance and practic value of scientific works. To provide such interoperability
graphs of specific fields should be created and proivded their further merging. So, the onotologies type
{L2, L3, L4, L5} must be integrated into single one with form of {L1, L2, L3, L4, L5}.

Declaration on Generative AI

The authors have not employed any generative AI tools.
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