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Abstract

Computational argumentation is—within the academic community—considered a promising facilitator of Al
explainability. Still, the road to large scale success, e.g. in mainstream machine learning research or industry
applications, appears to be long. In this write-up, we reflect on applicability challenges facing argumentative
explainable artificial intelligence and sketch a set of action items that, if addressed, can help close the gap between
the status quo and the ambition of substantial real-world impact.
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1. Introduction

Over the past decades, Computational Argumentation (CA) has emerged as a vibrant research direction
within the field of Knowledge Representation and Reasoning (KR&R). Although, initially, CA research
was primarily formal in nature and applications were relatively scarce, recent years have seen a
substantial increase of works that present potential or actual applications of CA, often focusing on
the capabilities of CA to explain both symbolic and sub-symbolic inferences—so-called Argumentative
eXplainable Artificial Intelligence or argumentative XAI—as a main selling point [1, 2, 3]. Indeed,
some communities members argue that CA is crucial in order to contest the decisions made by Al-
based systems, as it allows humans to challenge inferences drawn by machines and revise outcomes if
justified [4]. Despite these ambitions, applications of CA are still nascent and particularly benefits of
argumentative XAl remain to be showcased. In this write-up, we give a brief overview of the current
state of applications of argumentative XAI (Section 2), highlight a set of challenges (Section 3), and set
out ambitions for making argumentative XAI more applicable (Section 4). We conclude with a call to
action to regularly reflect on where we stand with respect to these ambitions, for example in future
editions of the International Workshop on Argumentation for eXplainable AI (ArgXAI)', during which
the discussion that resulted in this manuscript took place (Section 5).

2. The Status Quo: First Steps towards the Real World

Traditionally, the focus of CA research has been on formal definitions of CA models and their theoretical
analysis. The most notable exceptions are argument mining and debating systems, which have gained
attention even on a popular science level [5, 6]. This line of applications typically employs argumentative
approaches—sometimes called informal argumentation—that are largely detached from what the core of
the formal argumentation community tends to study. In argumentative XAl research, the traditional
focus on formal methods is prevalent in exploring explanations within several much-studied formal
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argumentation approaches, such as abstract 7, 8], structured [9], and quantitative/gradual [10, 11]
argumentation. Basic research code for the implementation is often shared and the community is
usually able to utilize an ecosystem of tools and libraries for argumentation-based reasoning [12, 13]?,
at least some of which offer explainability capabilities [10]. Other research lines within argumenta-
tive XAI embrace applications more directly, for example by implementing and studying explainable
recommendation systems [14], image classifiers [15], and a police online fraud reporting system [16].

3. Current Limitations

Despite the promising advancements of research on applications of argumentative XAl, the community
is far from achieving substantial real-world impact. Indeed, several limitations exist that stand in the
way of expanding the footprint of argumentative XAI outside of the core argumentation community.

No real-world success stories. Most strikingly, argumentative XAl is apparently far from producing
major real-world successes, e.g., in commercial products, public sector application, or in tools and
pipelines applied by other scientific disciplines. Here, one key problem is the lack of real-world
adoption of CA more broadly. This means that argumentative XAI must be viewed as a driving
force for real-world applications of CA, as applications cannot be achieved by merely “enabling”
explainability on top of the (non-existent) software systems that rely on CA to any substantial
extent.

Few user studies. Intuitively, one would expect that explanations must be designed specifically for
the users that consume them. However, argumentative XAl often focuses on mathematical
properties (such as minimal collections of arguments that ensure a certain outcome), disregarding
whether those properties are required or even desirable from an end-user perspective. Only a
small subset of these works—e.g. [17, 14]—study the effectiveness of argumentative XAI from a
human-computer interaction perspective.

Limited software support. CA is supported by a substantial ecosystem of “academic” software tools,
some of which are somewhat mature argumentation reasoners (see above). As argumentative XAI
is a relatively recent trend within CA, software tooling is even more limited to one-off prototypes
and research code-level scripts. While the status quo of software tooling may be sufficient for the
core community, in which researchers tend to have a precise grasp of the formal foundations,
the lack of re-usable tooling makes it difficult for users without deep expertise (or with deeper
expertise, merely in a slightly different area) to adopt argumentative XAI approaches.

Little relevance outside of the argumentation community. Work on argumentative XAl is, ar-
guably, primarily conducted by the core argumentation community and disseminated in venues
where it is reviewed by CA experts. While this means that papers are judged by technically highly
competent reviewers, these reviewers are already “sold” on the relevance of CA.

4. Where to Go from Here: Building an Interdisciplinary Innovation
Ecosystem

The limitations outlined in the previous section give rise to a range of long-term action items the
community may follow up on to realize the ambition of large-scale applications of argumentation
explainability. In particular, we suggest more of the following.

Interdisciplinary research. Considering that most of the argumentation community primarily has
formal logic and computer science research expertise, it becomes clear that advancing applications
of argumentative XAl requires more interdisciplinary outreach, in particular to research fields
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such as psychology, human-computer interaction, and the social sciences more broadly”. Let us
highlight that the community is already going into this direction and, for example, increasingly
conducting research together with psychologists (e.g. [14, 19, 20]).

Collaborations with domain experts. In order to make a strong case for the usefulness of argumen-
tative XALI it is crucial to connect to practitioners or researchers with deep expertise in specific
application domains (going beyond interdisciplinary basic research)*. Examples of successful
connections between experts in the real world and methods based on argumentative XAl include
an approach for decision support which explains its argumentative inferences to experts from
the Dutch National Police [21] for validation, as well as an argumentation-based approach to
reinforcement learning in which domain experts’ knowledge can potentially incorporated to
argumentation frameworks for reward shaping [22].

Realistic datasets. Strengthening the case for the broad applicability of argumentative XAI requires
increasing the diversity and maturity of datasets that are utilized. Ideally, the community will move
from simple example datasets that happen to be available to datasets that exemplify open problems
that need to be tackled and whose underlying domain is well understood, either by members
of the community or experts that are willing to collaborate with the community. Identifying
relevant datasets is not straightforward, and neither is the selection and curation of data in case
ready-to-use datasets do not exist.

Mature software. Enabling non-experts to apply argumentative XAI capabilities requires moving
from simple and potentially not re-usable scripts yielding reproducible results to maturer tooling
in popular as well as scalable languages, such as Python and JavaScript (the former), as well as
C++ and Rust (the latter). Ideally, such tooling is accompanied by comprehensive documentation
and tutorials, e.g. in interactive or video form.

5. Conclusion

While argumentative XAl receives substantial research attention, the case for applicability has been
made mostly within the argumentation community. To provide broader evidence and foster a broader
ecosystem for applications of argumentative XAl, we recommend to: i) mature the ecosystem of re-use-
able software tools for argumentative XALI; ii) advance interdisciplinary work that makes the case for
argumentative XAI from an empirical, human-centric perspective; iii) position work on argumentative
XAl in applied research venues, or in venues that can be expected to require a compelling case to be
made, such as machine learning conferences. Over the next years, we hope to reflect on progress in
these directions.
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