Interpreting Preferred Semantics in Structured Bipolar
Argumentation

Michael A. Miiller!, Srdjan Vesic? and Bruno Yun’

"Université de Fribourg, Switzerland
2CRIL CNRS Univ Artois, Lens, France
SUniv Lyon, UCBL, CNRS, INSA Lyon, LIRIS, UMR5205, F-69622 Villeurbanne, France

Abstract

This paper provides an interpretation of abstract argumentation semantics in terms of structured bipolar argu-
mentation. While abstract semantics evaluate which arguments to accept, we understand arguments to consist of
various sentences that form premises and conclusions and evaluate both which arguments and which sentences to
accept. Analysing the correspondence between evaluating arguments and evaluating sentences allows us to gain
a new perspective on abstract argumentation semantics. Namely, while preferred semantics aims to maximise
the set of accepted arguments, this does not always correspond to maximising the set of accepted sentences.
We then detail the conditions under which the two do coincide. Thus, we can explain preferred semantics from
the sentence perspective. We define structured bipolar argumentation frameworks (SBAFs) to implement both
argument-based and sentence-based semantics that are admissibility-based. This takes into account the idea,
common in philosophical and linguistic approaches, that it is sometimes rational to reject defended arguments.
This, then, forms the basis on which we analyse abstract argumentation semantics.
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1. Introduction

When we engage in debates or argumentations, we argue about certain claims. For instance, we might
debate proposals for new immigration policies, whether nuclear energy is safe, or elements of our
world-views. When we argue for or against these claims, we put forth further claims that come together
to form arguments. If these claims are in turn attacked or require support, we argue by introducing
even more claims to the debate. While most analyses focus on the arguments we use, ultimately, we are
interested in the claims we argue about. That is, we want to know whether we should accept a new
immigration policy, that nuclear energy is safe, or the controversial elements of our world-views. If,
during the debate, sub-discussions on how we justify our stances to these claims came up, the same
goes for those.

Computational argumentation answers the question “Given all the arguments in a debate, what
should you believe?” by providing different ways of modelling debates that each come with their
range of semantics [1, 2]. These semantics commonly determine sets of acceptable arguments, called
extensions. In this paper, we take inspiration from informal approaches to argumentation such as
philosophy [3, 4, 5, 6], linguistics [7], and communication studies [8, 9, 10]. This brings with it two
features that are not always explicitly taken into account in computational argumentation: (1) Debates
can be evaluated directly in terms of which claims, or sentences, we should accept, and (2) if arguments
contain premises that are unsupported and implausible, they can be rejected even if they are defended.
While some computational approaches implement aspects of these ideas [11, 12, 13, 14], our approach
takes both of them fully into account.

Our aim in this paper is to provide a framework that takes these two features into account and to
examine how they relate to abstract argumentation. This allows us to explain the use of preferred
semantics, which is defined on the level of arguments, from the perspective of sentences. We combine

CEUR-WS.org/Vol-4066/paper_6.pdf

3rd International Workshop on Argumentation for eXplainable AI (ArgXAI@ECAI) 2025
& michael. mueller@unifr.ch (M. A. Miiller)

© 2025 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
v

CEUR
E Workshop
Proceedings


mailto:michael.mueller@unifr.ch
https://creativecommons.org/licenses/by/4.0/deed.en

structured [15] and bipolar [16] argumentation in order to define structured bipolar argumentation
frameworks (SBAFs) and provide two kinds of semantics for them: argument-level semantics that give
acceptable sets of arguments and sentence-level semantics that give acceptable sets of sentences. The
following example illustrates our approach.

Example 1. Consider the following situation, loosely inspired by [17], with the following arguments: ay :
“This violin is a Stradivarius because Alex says so”, az : “This violin is expensive since it is a Stradivarius’,
asz : “We know Clara says that Anne-Sophie owns this violin since she is cited in a newspaper saying so.”,
a4 : “Anne-Sophie owns this violin since Clara says so”, and a5 : “Hilary owns this violin since Diego says
so”. This gives the following situation of bipolar argumentation, where — are attacks and --> are supports.

ay --»> az as --> a4 <> as5

It might be intuitive for agents to indicate which individual sentences they accept without thinking about
the arguments directly. For instance, we might accept the sentencest : that Clara is cited in a newspaper
article, v : that the violin is a Stradivarius, and z : that it is owned by Hilary (see Example 2 for a full
translation). Is {t, v, z} an acceptable set of sentences? In the terms we introduce in Section 3.2, we can
understand this as a weakly adequate language extension and it corresponds to the argument extension
{a2, as}. Language extensions can also be used to explain argument extensions in that in this example the
rejection of a1 is explained by the agent doubting that Alex claimed that the violin is a Stradivarius, even
though the agent accepts that it is indeed one and the argument is unattacked and thus defended.

The idea of rejecting arguments based on doubting one of its sentences also illustrates how informal
approaches often evaluate arguments on the level of their sentences. For people confronted with
arguments, it is often more intuitive to think about what sentences they accept rather than which
arguments [18]. The latter can be complex structures and it can be challenging to analyse them and
figure out to what you are committed when accepting them. Taking into account sentences can help
explain why some agent accepts (or should accept) an argument extension, namely by referring to the
set of sentences they agree with.

The paper is organised as follows. We first sketch the familiar preliminaries from abstract argumen-
tation (Section 2) and then introduce SBAFs in Section 3. Then we define both argument and language
semantics for SBAFs (Section 3.2). Afterwards, in the remaining part we detail how our semantics
compare to those of abstract argumentation (Section 4), which allows us to interpret them in terms of
acceptable sets of sentences.

2. Preliminaries

We briefly recall the standard definitions from abstract argumentation. Details can be found in [1, 19].

Definition 1 (Abstract Argumentation Framework). An abstract argumentation framework (AF) is a
tuple A = (A, —) where A is a finite set of arguments and — C A X A an attack relation.

We write a — b in case (a,b) € — and generalise to sets of arguments, i.e. F — bin casea — b
for some a € F and a — E in case a — b for some b € E. Further, we write a /4 b if (a,b) ¢ —. For
two sets of arguments, £ — E’' means a — b for some a € F and b € E’. A set of arguments £ C A
defends an argumenta € AifVbe A:b—a = E —b.

The semantics are as usual. Let A = (A, —) be an AF. An extension E C A is called conflict-free
if Va,b € E : a / b, admissible if it is conflict-free and defends all its arguments, complete if it is
admissible and it contains all arguments it defends, preferred if it is C-maximal among admissible
extensions.

Note the difference between admissible and complete semantics. Whereas admissible extensions are
never forced to include an argument, complete semantics requires accepting all defended arguments,
which includes any unattacked ones. The semantics we define in Section 3.2 fall in the gap between
admissible and complete semantics.



3. Structured Bipolar Argumentation

3.1. Frameworks

Now we start introducing the frameworks for structured bipolar argumentation. We take a structured
approach and as such we first have to define the language which we use to represent arguments.

Definition 2 (Language). A language £L = (L, ,n) consists of a non-empty set of sentences L, a
(partial) incompatibility function : L — 2%, and a (partial) naming functionn : 2 x L — L.
We assume  to be symmetric, i.e. Vs,t € L : s €t <= t € 5. Additionally, we assume that

n(({t}, 1)) = 0.

The set of sentences can be any set of objects. All the structure we need to represent arguments
is given by the incompatibility and the naming functions. Incompatibility is used to model conflict
between sentences in that it associates each sentence with the set of sentences incompatible with it. It
is a symmetric notion of contrariness, cf. [13]. Intuitively, two incompatible sentences should not be
accepted together. The naming function allows us to talk about arguments within the language. We
represent arguments as a tuple of a set of sentences (the premises) and a conclusion (see Definition
3). Thus, n takes arguments and gives them names which express the claim that one can infer the
conclusion from the premises. The main use of this is to define undercutting attacks (Definition 4) using
sentences that are incompatible with the name of an argument. Finally, the condition n({{t},t)) = ()
states that an argument that uses the same sentence as its single premise and as its conclusion (see
Definition 3) cannot be undercut, as there are no circumstances where the inference from a sentence
to itself fails. Note that we do not assume any logical structure or consequence relation on the set of
sentences.

Example 2. Let us continue Example 1 and consider a language with L = {s,t,u,v,w, z,y, 2}, corre-
sponding to: s : “Alex says this violin is a Stradivarius”, t : “This violin is a Stradivarius”, u : “This violin is
expensive”, v : “Clara is cited in a newspaper article mentioning that Anne-Sophie owns this violin”, w :
“Clara says that Anne-Sophie owns this violin”, x : “Anne-Sophie owns this violin”, y : “Diego says Hilary
owns this violin”, and z : “Hilary owns this violin”, with x € Z and z € T. We can also add n(({s},t)) :
“This violin is a Stradivarius since Alex says so”.

As in abstract argumentation, we do not construct arguments. Rather, we take them as given, e.g.
through a debate. This means that we do not need any logic or inference rules that determine from
which sentences we can infer others. Formally, any combination of premises and conclusion could
be an argument. In the following definition, we use Prem as a function from arguments to sets of
sentences in order to indicate the premises of an argument and C'onc as a function from arguments to
sentences in order to indicate the conclusion of an argument. For an argument a, Prem(a) is its set of
sentences and C'onc(a) is its conclusion.

Definition 3 (Arguments). An argument in a language L = (L,  ,n) is a tuple a =
(Prem(a),Conc(a)) where Prem(a) is a non-empty finite subset of L and Conc(a) € L.

We also define the set of sentences of an argument a as Sent(a) := Prem(a) U {Conc(a)}. The set of
sentences generalises to sets of arguments Sent(E) = |, Sent(a).

We say a is a minimal argument for sentence s € L ifa = ({s}, s).

Example 3. In Example 2, we already saw one argument: ay : ({s},t), which corresponds to “This violin
is a Stradivarius since Alex says so”. The other arguments are: ag : ({t},u), as : ({v},w), aq : ({w}, x),
and as : ({y}, z). An example of a minimal argument would be ({t},t), i.e. “This violin is a Stradivarius
since this is a Stradivarius”. It is an edge case of an argument as it does not contain any real inference step,
but they are useful to represent single sentences in frameworks (see e.g. [20]).

Next, we define supports and attacks between arguments. Attacks are defined such that an argument
attacks another argument if its conclusion is incompatible with some part of it [20]. We call an attack on



the name of an argument an undercut. We say a set of arguments E' contains undercutting information
for an argument a if n(a) N Sent(E) # (). Note that attacks are define only through the conclusions of
arguments. Accordingly, a set of arguments can contain undercutting information for an argument
without attacking it and an argument containing a premise incompatible with the premise of another
argument does not necessarily attack it.

The support relation requires more explanation. We want to capture situations where accepting some
set of arguments commits you to accepting another: If you accept an argument a; : ({s}, ) and there
is an argument ay : ({t}, u), you should also accept ag since you accept all its premises. When it comes
to arguments with more than one premise, only a set of arguments might force its acceptance. For
instance, accepting a; does not force acceptance of ag : ({t, v}, w). But if you also accept a4 : ({v},v),
then you should accept as. Thus, we define support not as a binary relation between arguments but
as a relation between sets of arguments and arguments. With these, we capture a notion of premise
support [21].

But there are more situations where accepting some arguments can commit you to accepting another.
Suppose there is also an argument a5 : ({s}, ). Then, accepting a; means accepting all premises of
as and thus a5 should be accepted as well. This is a kind of premise-sharing-support, sometimes called
exhaustion [22]. In that sense, our notion of support combines premise-support and premise-sharing-
support in order to capture all situations where accepting a set of arguments commits you to accept
another one as well. This leads to the following definition.

Definition 4 (Support and Attack). Let a, b be arguments in language L.
We say a set of arguments E supports a if Prem(a) C Sent(FE).
We say that a attacks b if Conc(a) € 5 for some s € Sent(b) or if Conc(a) € n(b).

Example 4. Using the setting of Examples 1, 2 and 3, we have a support from a; : ({s},t) toag : ({t},u)
and a mutual rebut between ay : ({w}, ) and as : ({y}, 2).

The following definition collects all of this together.

Definition 5 (Structured Bipolar Argumentation Framework). A structured bipolar argumentation
framework (SBAF) is a tuple SB = (L, A, —, --») where A is a finite set of arguments in language L and
—>, --» are the corresponding attack and support relations.

We write a --» b in case (a, b) € --> and use the same notational conventions as with attacks.

Example 5. The following example is based ont € 7, r € t,r € n(ag), and z € p (and accordingly
pEZ)

ay : ({s},t) e—————— a5 : ({v,z},7) —— a5 : {y},2)

{

A

|

| PRIN

v T T \
{

aj : ({s},s) as : <{u},;)> (;3:1 ({w}, z) ar : ({r},q)

It will prove useful to define (strongly) saturated frameworks. These are such that they contain
minimal arguments for sentences that are incompatible with others. This ensures that all important
relations between sentences are visible as relations between arguments.

Definition 6 (Saturated SBAFs). An SBAF SB is called saturated (resp. strongly saturated) if Vs €
Sent(A) s.t. 3t € Sent(A) N3, there is a minimal argument for s or (resp. and) for t in A, and
Vu € Sent(A) s.t. u € n(a) for somea € A, there is a minimal argument for v in A.

The SBAF in Example 5 is not saturated, but could be made so by adding, for instance, ({7}, r) and
({z}, z). To make it strongly saturated, ({t},t) and ({p}, p) would also have to be added.



3.2. Semantics

We develop semantics for SBAFs with two goals in mind: to allow rejecting certain defended arguments,
and to evaluate both acceptable sets of arguments and acceptable sets of sentences.

For argument semantics, we find a middle ground between admissible and complete semantics. One
is not forced to accept all defended arguments, but their rejection is limited by support. A simple way
of doing this is to start with admissible semantics and add a condition that makes sure that extensions
are closed under support (cf. [23, 22]). You should accept an argument not if it is defended, but if you
already accept all its premises.

However, there are cases where this condition can be relaxed. A first exception occurs in case you
already accept undercutting information for it. In such a case, you accept that the inference in the
argument does not hold and as such you can reject it, even if you accept all its premises.

Another exception can be argued for in case you accept all premises of an undefended argument.
Depending on how strongly one interprets the support relation, you might be forced to accept it or not.
While both options can be seen as reasonable, in this paper we opt for a weak interpretation where
you are never forced to accept undefended arguments. In some sense, this interpretation allows you to
conclude that the inference of the supported but undefended argument must be faulty without having
explicit undercutting information.

Definition 7 (Weakly coherent Argument Extensions). A weakly coherent argument extension in an
SBAFSB = (L, A, —,--») is an admissible extension E that satisfies:

Weak Support-Closure: Va € A : if E supports a, E does not contain undercutting information for a,
and F defends a, thena € E.

Example 6. Consider the SBAF of example 5. The extension {a1, as, as, a4, ag} is weakly coherent.

What does a semantics from the language perspective look like? If we are interested in acceptable
sets of sentences, we first require that they do not contain incompatible sentences. We call a set of
sentences S compatible if Vs, t € S : s ¢ t. But apart from this condition, it is the arguments that limit
the choice of sentences we can accept—this is the point of arguing. For this we need to know to which
arguments you are committed to when accepting some sentences and vice-versa.

Given an argument extension, we can simply say that the corresponding language extension consists
of all sentences of accepted arguments. When we start with a language extension, however, it is less
clear how the accepted sentences translate to accepted arguments. For instance, perhaps it is possible to
accept all premises and the conclusion of an argument without accepting the argument itself—one can
simply disbelief that the premises support the conclusion. As with weak support-closure, we assume
that this is possible in case the argument in question is undefended. This gives a translation from
language extensions to argument extensions that is in line with weakly coherent argument extensions.

Given a set of sentences S in an SBAF SB, we define its weak argument set which collects together
all the arguments in S5 which should be accepted. As we only require accepting defended arguments,
we define it using a fixpoint construction analogous to that in abstract argumentation for complete
extensions [1, 19]. We first define the analogue of the characteristic function in abstract argumentation.

Definition 8 (Characteristic Function). Given an SBAF SB = (L, A, —,--») and a set of sentences
S C Sent(A), we define the characteristic function R3 : 2 — 24 as

Rs(E):={a€ A|ae Arg,(S) and E defends a}.
With this, we can define the weak argument set.

Definition 9 (Weak Argument Set). If S is compatible, then its initial set, Init(S), is defined as the

largest admissible subset of {a € A | Sent(a) C S andn(a) NS = 0}. The weak argument set of a
compatible S, Arg,,(S), then is the least fixpoint of R that contains Init(S).



We need to make sure that the weak argument set contains Init(.S), as otherwise the least fixpoint
of R® would sometimes be too small. For instance, with two arguments a1 : ({s},¢) and as : ({u}, u)
with u € tand ¢ € w, the least fixpoint for the language extension S = {s, ¢} would be empty. However,
we want it to contain a; as all its sentences are accepted and it defends itself.

Proposition 1. The weak argument set is well-defined.

One motivation for introducing language extensions is that agents may find it easier to judge which
sentences they accept than which arguments. The formal complexity of defining the weak argument
set confirms this intuition. Further, we can explain why certain arguments are accepted or rejected by
reference to their underlying sentences.

Example 7. Consider again the SBAF of example 5 and take the language extension S =
{s,t,u,v,w,x,y}. For its weak argument set, we have: Init(S) = {a1,as,as,as} and Arg,(S) =
{a1, a2, as, aq, CL6}.

Consider also S" = {s,u,v,w,z,r} with Arg,(S") = {a1, a2, a3, as}. While both S and S’ end up
accepting all of a1, az, and as, thus supporting both ay and as, they differ in which of them they accept.
On the argument level, the situation looks symmetrical, but using the sentence perspective, we can explain
this difference through the prior commitment of S to the conclusion of a4 and the prior commitment of S’
to that of as.

Proposition 2. For a compatible language extension S, Arg,,(S) is admissible.

We can now specify which sets of sentences should be accepted in an SBAF. We can use the notion of
the weak argument set and additionally require language extensions to include conclusions of accepted
arguments. Note that we know from Proposition 2 that weak argument sets are defended.

Definition 10 (Adequate Language Extensions). A weakly adequate language extension in an SBAF
SB = (L, A, —,--») is a compatible set of sentences S C Sent(A) that satisfies sentence-closure.

Sentence-Closure: Va € Arg,(S) : Sent(a) C S.

Example 8. We can now fully analyse Example 1. The language is provided in Example 2. We get the
following SBAF.

ar : ({s},t) - > a2 : ({t},w)
asg : ({v},w) --> a4 : {w},x) <> a5 : {y}, 2)

We can now see that {as} is weakly coherent, and that {t,v, z} is weakly adequate.

Adequate language extensions and coherent argument extensions capture similar ideas. But, as the
following example illustrates, there are SBAFs where the two notions come apart.

Example 9. Consider an SBAF with two arguments ay : ({s},t) and ay : ({u},v) with s € u. Then,
{a1,as} is a weakly coherent argument extension, but its set of sentences is not compatible and hence not
weakly adequate.

Nevertheless, we can show that for a large class of SBAFs, there is a direct correspondence between
adequate language extensions and coherent argument extensions. This confirms that even when we
are interested in whether an agent accepts an acceptable argument extension, we can evaluate directly
their accepted set of sentences.

Proposition 3 (Direct correspondence for weak extensions). Let SB = (L, A, —, --») be a saturated
SBAF. Then for every weakly adequate language extension S, its weak argument set Arg,,(S) is a weakly
coherent argument extension.

Also, for every weakly coherent argument extension E, its set of sentences Sent(E) is a weakly adequate
language extension.



Proof. Let S be a weakly adequate language extension. We check all conditions of Arg,,(.5).

Conflict-Free: Follows from Proposition 2.
Defence: Follows from Proposition 2.

Weak Support-Closure: Assume for some a € A that Arg,(S) supports a, i.e. Prem(a)
Sent(Arg,(S)), does not contain undercutting information, i.e. n(a) N Sent(Arg,(S)) =
and defends a. We need to show that a € Arg,,(S). First note that Sent(Arg,(S)) C S, as
Lemma ?? shows that Arg,,(S) = Init(S) and all sentences occuring in arguments of Init(S)
are already contained in S. Thus we have Prem(a) C S. Further, we can show that n(a)NS = (.
Suppose for a contradiction that there is some t € n(a) N S. By saturatedness of SB, there
is a minimal argument b for ¢, for which we know that b — a. Since Arg,,(S) defends a, we
know that there is some ¢ € Arg,(S) such that ¢ — b. By b being a minimal argument, we
know that Conc(c) € t, and we further know by sentence-closure that Conc(c) € S. But this
contradicts compatibility of S, since also t € S. Thus we conclude that n(a) N S = ). Now we
can use that Arg,,(S) is a fixpoint of R to conclude that, since Arg,(S) also defends a, we

have a € Arg,(S) as desired.

Now let E be a weakly coherent argument extension. We check all conditions for Sent(E).

Compatibility: Suppose there are s,t € Sent(E) such that s € ¢. Then we have arguments a,b € E
such that s € Sent(a) and t € Sent(b). Further, by saturatedness of SB, there is w.l.o.g. a
minimal argument c for s (note that ¢ — ). Now, we need to additionally show that E defends c.
Note that since s € Sent(a), any attack on c is also an attack on a. And since E defends a, E
thus also defends c. Weak support-closure then gives ¢ € E. But since ¢ — b, this contradicts
conflict-freeness of E. Thus we conclude that Sent(F) is compatible.

Defence: We show that £ = Arg,,(Sent(E)), from which defence follows directly. By Lemma ??,
we know that R"(F) = E thus it suffices to show that E = Init(S) (since then Init(S) will
itself be the smallest fixpoint containing it).

C: Take any a € E. Then we have Sent(a) C Sent(E). Further, we know that E defends a and
SB is saturated, thus by Lemma ??, we know that n(a) N Sent(E) = (). This gives us that
a € {a € A|Sent(a) C Sent(E) and n(a) N Sent(E) = (}. But note that we have just
now shown that E C {a € A | Sent(a) C Sent(E) and n(a) N Sent(E) = 0}, and since
E is admissible, we can directly infer that £ C Init(Sent(E)), as the latter is the largest

admissible subset of {a € A | Sent(a) C Sent(E) and n(a) N Sent(E) = 0}.

D: Takeanya € Init(Sent(E)). Then we have that Sent(a) C Sent(E) and n(a)NSent(E) =
(). If we can show that E defends a, then weak support-closure gives us the desired a € F.
Thus take any attacker b of a. There are two cases. (1) Conc(b) € s for some s € Sent(a).
Since Sent(a) C Sent(E), there is some argument ¢ € F such that s € Sent(c). But
then b — ¢, and since F defends ¢, we also have ' — b. That is, E defends a against b.
(2) Conc(b) € n(a). By saturatedness of SB, there is a minimal argument ¢ for Conc(b).
Note that ¢ — a and since a is defended by Init(Sent(E)), there is some argument d €
Init(Sent(E)) such that d — c. This gives us in particular Conc(d) € Sent(E) and since
¢ is a minimal argument, we also have Conc(d) € Conc(b). Further, Conc(d) € Sent(E)
gives us some argument e € E such that Conc(d) € Sent(e). Recall that incompatibility
is symmetric, thus b — e. Finally, since E defends e, we have E© — b, that is, E/ defends a
against b.

In sum, E defends a and weak support-closure gives us a € E as desired.

Sentence-Closure: Take any a € Arg,,(Sent(E)). Since Arg,,(Sent(E)) C E, we have a € F and
thus Sent(a) C Sent(E)) as desired.

O]



This concludes the semantics for SBAF, implementing both the critical reaction of doubt and the
language perspective.

4. Interpreting Abstract Argumentation with SBAFs

We now compare our semantics with those of Dung-style abstract argumentation. Those semantics
take neither support between arguments nor argument structure into account, so the following results
show the circumstances under which we can ignore these aspects of SBAFs. The following observation
shows that Dung-style semantics are related to weak coherence.

Observation 1. Complete extensions are weakly coherent and a weakly coherent extension is C-maximal
iff it is preferred.

But we can use the language perspective to reach a more interesting result. While preferred extensions
correspond to an agent who accepts as many arguments as possible, what kind of extensions do we
get from an agent who accepts as many sentences as possible? We first define confident extensions to
capture this idea.

Definition 11 (Confident Extensions). Let SB be an SBAF. A language extension S C Sent(A) is called
a confident weakly adequate language extension if it is C-maximal amongst weakly adequate language
extensions.

An argument extensions £ C A is called a confident weakly coherent argument extension if it is

weakly coherent and there exists a confident weakly adequate language extension S C Sent(A) such that
E = Argy(9).

Example 10. In the SBAF of example 5, we have the following confident weakly coherent extensions:
{a1,a2,a3,a5,a7}, and {a1, a2, a3, as, ag}.

We can again note the correspondence between argument and language extensions. This time, the
direction from arguments to sentences works only indirectly, as the set of sentences of a confident
coherent argument extension might not itself be confident adequate.

Proposition 4 (Indirect correspondence for confident extensions). Let SB be a saturated SBAF. Then for
every confident weakly adequate language extension, its weak argument set is confident weakly coherent.

Also, for every confident weakly coherent argument extension E, there exists a confident weakly adequate
language extension S such that Arg,,(S) = E.

In Example 10, confident weakly coherent extensions correspond to preferred extensions. Thus, there,
maximising arguments is the same as maximising sentences. But this is not always the case.

Example 11. In the following SBAF (with s € w), () is confident weakly coherent, based on {t,u} being
confident weakly adequate, but it is not preferred.

aj : ({s},s) — as: ({t,u},t)

Nevertheless, we find that in saturated SBAFs, preferred extensions are confident weakly coherent.
For the other direction, we need strongly saturated frameworks. Thus, it is only in strongly saturated
frameworks, where many minimal arguments are added, that maximising arguments and maximising
sentences coincide. The correspondence between confident weakly coherent extensions and preferred
extensions also shows that, in strongly saturated SBAFs, the former does not take support into account,
as the latter can be calculated in pure attack-frameworks.

Proposition 5. Let SB = (L, A, —, --») be a saturated SBAF. Then any preferred extension E C A is
confident weakly coherent.



Proof. Let E be a preferred extension. Since it is then also complete, Observation 1 gives us that it
is weakly coherent. It thus remains to show that there exists a confident weakly adequate language
extension S such that £ = Arg,(95).

Consider the set {S C Sent(A) | E = Arg,(S) and S is weakly adequate}. Note that it is non-
empty, since Sent(E) is weakly adequate and Arg,,(Sent(F)) = E (Proposition 3). Recall that we
only consider finite frameworks, thus there exists a C-maximal element S’ that is weakly adequate
and Arg,,(S’) = E. It remains to show that S’ is also C-maximal amongst weakly adequate language
extensions.

Take any weakly adequate S” such that S’ C S”. Since S’ is C-maximal amongst weakly adequate
extensions with Arg,,(S) = E, we know that Arg,(S”) # E. We first show that £ C {a €
A|Sent(a) C S” and n(a)NS” = (}. Take any a € E. Then clearly, Sent(a) C Sent(E) C S’ C 5”.
Now suppose there is some ¢ € n(a)NS”. Then, by saturatedness, there exists a minimal argument b for
t. Note that b — a and since E is defended, there is some ¢ € E such that ¢ — b, that is, Conc(s) € t.
But since Sent(c) C Sent(E) C S’ C S”, this contradicts compatibility of S”. Hence, n(a) N .S” =0
and we can note that F C {a € A | Sent(a) C S” and n(a) N S” = (J}. Since F is admissible, this
gives E C Init(S") C Arg,(S").

In sum, £ C Arg,(S”), but since Arg,,(S”) is admissible (Proposition 3), this contradicts that F is
preferred. Hence, there exists not weakly adequate S” such that S” C S” and we conclude that F is
confident weakly coherent. O

Proposition 6. Let SB = (L, A, —,--») be a strongly saturated SBAF. Then any confident weakly
coherent argument extension E C A is preferred.

Proof. Let E be weakly coherent and suppose it is not preferred. We show that E is not confident. We
need to show that for any S C Sent(A) such that Arg,,(S) = E, there exists an adequate language
extension S’ such that S C 5’

Since F is admissible, there exists a preferred extension E’ such that E C E’. By Proposition 5, we
know that F’ is confident weakly coherent. Hence, there exists a confident weakly adequate language
extension S’ such that Arg,,(S") = E'.

Now take any S C Sent(A) such that Arg,(S) = E. We show that S C S’. Take any s €
Sent(A)\S’. Then s ¢ S” and since S’ is confident, we know that S’ U {s} is not weakly adequate. We
can show that S U {s} is not compatible. Suppose it is. Then Arg,,(S’U{s}) is admissible (Proposition
2), and we know that £/ ¢ Arg,,(S" U {s}) (since otherwise either S’ U {s} would be weakly adequate,
if B/ = Arg,S’U{s}, or E’ not preferred, if E C Arg,,S’ U {s}). This lets us take an argument
a € E'\(S"U{s}) and we know that s € n(a) (since otherwise a € Init(S’ U {s})). By saturatedness
of SB, we then have a minimal argument b for s. Note that b — a and since E’ is defended, there is
some ¢ € F’ such that Conc(c) € 3. But note that Sent(c) C Sent(E) = Sent(Arg,(S")) C S’ (see
proof of Proposition 3), contradicting compatibility of S” U {s}. Thus, we know that S" U {s} cannot be
compatible. But then there is some ¢ € S’ such thatt € 3. By strong saturatedness, there exists a minimal
argument d for ¢. Since it is a minimal argument, {d} is admissible and hence d € I'nit(S") C E’. Since
d — b, we also have E/ — b. But since E C E’, we know that b ¢ E (since otherwise E’ would not
be conflict-free). Finally, since b is a minimal argument for s, we know that s € S (since otherwise
be Argy(S) = FE).Insum, S C 5"

It remains to note that S # S, since otherwise F = Arg,,(S) = warg(S") = E'. Thus S € S’ and
E is not confident. This establishes the result, since we know that any preferred £ C A is weakly
coherent. O

These two propositions show that at least in a large class of SBAFs, an agent who wants to maximise
either arguments or sentences can safely disregard support between arguments and solely focus on
attacks. In some sense, then, support becomes redundant if we use preferred-style semantics. However,
it remains an open question how to relate complete semantics to the language perspective.



5. Related Literature

The notion of support we use is related to that of deductive support [24, 23]. If an argument a deductively
supports an argument b, accepting a entails accepting b as well. Weakly coherent extensions are based
on a weaker interpretation of support, where accepting the supporting arguments only sometimes
entails accepting the supported ones, namely when there is no accepted undercutting information and
the supported argument is also defended.

Evidential argumentation systems [25, 11] provide an approach to bipolar argumentation that allows
rejection of unattacked arguments, namely if they are not supported by evidence. Thus, this approach
implements a notion of doubt that is based on a notion of evidential support. However, this notion of
support is very different from ours as it requires all accepted arguments to be supported. Evidential
support is a version of necessary support [26, 27].

As we use structured arguments, our approach is related to structured argumentation frameworks
such as ABA [28, 13] or ASPIC"[29, 20, 30]. However, there are significant differences. Both ABA and
ASPIC " use knowledge bases and inference rules in order to construct arguments in form of inferences
trees within the frameworks before evaluating them. In contrast, we assume all arguments to be given,
which means that we do not rely on any form of knowledge base or logic and our arguments have less
complex structure. Further, ASPIC uses abstract argumentation semantics, while we incorporate both
argument and sentence perspectives into the evaluation of frameworks. While ABA allows evaluation
on both argument and sentence level, both are equivalent to abstract argumentation semantics.

There is some work relating (non-flat) ABA to bipolar argumentation through premise-augmented
bipolar argumentation frameworks (pBAFs) [22] and bipolar set-argumentation frameworks (BSAFs)
[31]. Both approaches bear some similarity to SBAFs, especially as I'-admissibility in BSAFs uses a
form of weak support-closure, as do weakly coherent extensions. However, both pBAFs and BSAFs use
a different notion of defence than SBAFs. Namely, in pBAFs and BSAFs, arguments are required to be
defended only against sets of arguments closed under support.

Example 12. Consider the following SBAF with s € 7,7 € 5, and t € n(as).

ar : {({s},t) < as: <{|7’}77“>
\ v
az{{r}, u)

Argument a; defends itself against the closed set {ag, a3} because it attacks ag, but it is not defended
against ag. Accordingly, {a1} is not weakly coherent, but it would be I'-admissible.

Finally, claim-augmented argumentation frameworks (CAFs) [14, 32] associate each argument with a
claim and provide semantics that work purely on the level of claims, similarly as our language extensions.
They also compare the strategies of maximising accepted claims and maximising accepted arguments,
and they conclude that these strategies are identical in well-formed CAFs, meaning that arguments
with the same claim attack the same arguments. As SBAFs are well-formed by definition, their result
differs from ours, as confident weakly coherent extensions and preferred extensions do not coincide
in general. One crucial difference between our approaches is that CAFs only take into account the
conclusions of arguments while SBAFs also consider their premises.

6. Conclusion

Argumentation in practice has many features and aspects, which in turn lead to many ways of modelling
it. In this paper, we followed ideas from informal approaches to argumentation and developed an
approach to structured bipolar argumentation. This approach takes the language perspective seriously
and allows evaluation of both argument and language extensions. While both capture similar ideas,
they give different result in general and only agree in saturated SBAFs. The language perspective



further allows us to compare the strategies of maximising accepted arguments and maximising accepted
sentences and we detail in what situations the two strategies coincide, namely in strongly saturated
SBAFs. The language perspective also allows us to explain rejection of defended arguments through
doubt of a sentence.

It is unclear whether a similar result can be obtained for other semantics such as complete or stable
[1]. Also, while we implemented the option of doubting defended arguments through the language
perspective, there could be other ways. For instance, one might use uncertainty about which arguments
there are as in probabilistic argumentation [33] or argumentation with incomplete frameworks [34, 35].

Finally, it would also be interesting to follow empirical approaches on argumentation [36, 37, 38, 39]
and examine whether the informal ideas of evaluating frameworks on the level of sentences correspond
to the intuitions of ordinary reasoners.
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