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Abstract

The paper is dedicated to experimental comparison of several incomplete ranking-dependent expert
estimation methods (best-worst, best-second best, and an original method of maximum difference). Such
methods allow decision-makers to mitigate the impact of various cognitive biases upon expert estimation
process and reduce the number of times the experts need to be addressed in order to provide a complete
preference structure on the set of estimated objects. Results of such comparison will allow us to define,
which ranking-dependent is more stable, i.e. resilient against expert errors.
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1. Introduction

Pair-wise comparison (PC) methods are widely used for decision-making support in weakly
structured subject domains. These domains are characterized by high levels of uncertainty and
decisions need to be made based on multiple intangible factors. There are no standards, benchmarks,
or measurement units and, often the only way to obtain information on quantitative relation between
objects, alternatives, factors, or decision options is to evaluate them using the services of experts in
the given domain. When it comes to ad hoc decisions and choices in weakly-structured domains,
even artificial intelligence (AI) tools tend to fail decision-makers and/or provide misleading
information as there are no credible and relevant text corpora from which these tools could learn,
not to mention legal and ethical issues that may arise [1]. As there are no benchmarks and units,
expert estimates provided in the form of PC still remain a valuable source of information. A PC of
two objects reflects the ratio of their unknown weights, which cannot be explicitly estimated for the
above reasons. Research and improvement of PC-based methods, such as AHP [2, 3], is an important
direction in the development of cognitive and algorithmic aspects of knowledge transfer and
decision-making support.

In order to obtain the relative weights of n objects, an evaluator should perform n — 1 to n(n —
1)/2 PCs of these objects. As the number of estimated objects grows, the problem becomes more
labor-intensive. In order to reduce the number of PCs while maintaining sufficient level of credibility
of expert session results, multiple incomplete PC methods have been introduced during the recent
years. These methods have been addressed in many publications, including [4-8]. Ranking-dependent
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PC comparison methods represent a separate group [9]. These methods have also been the subject
of in-depth research during recent years [9-11].

2. Research Objectives

While incomplete PC methods have been compared according to their stability to expert errors
(for example in [12]), there has been no separate comparative studies dedicated solely to PC methods,
taking rankings into consideration.

The concept of experiments allowing us to compare PC methods in terms of resilience against
expert errors, has been available for quite a while now [12]. This concept is defined by the specificity
of weakly formalizable subject domains. As we have mentioned, criteria, describing these domains,
are mostly intangible ones, they often do not have benchmark values or measurement units. So,
expert estimates often become the most reliable source of information in such domains. At the same
time, involving sufficient numbers of actual experts in the experiment would require considerable
resources. Therefore, experimental studies in which different expert estimation methods are
compared, are usually based on simulation of the whole expert estimation process.

We should note that in [8] PC methods, using different amounts of ordinal information were
compared (including best-worst, best-random, 3(-quasi)-regular-graphs) according to both cardinal
and ordinal stability indicators. The issue of legitimacy of such “mixed” comparative studies is still
the subject of discussion.

The main task of our present study is to try to compare three ranking-dependent PC methods
(best-worst [13, 14], TOP 2 (best-second best) [8], and max difference [11, 15]) according to stability
to expert errors.

3. Solution Idea

In [16] we have defined the conditions under which the three listed PC methods could be
compared.

We should remind, that if the ranking of compared objects is available, then the best-worst
method, obviously, suggests comparing all the objects only to the best and the worst one.
Respectively, the best-second best or TOP 2, method suggests comparing all the objects to the best
and the second-best ones.

Graphs representing preference structures in best-worst and TOP 2 methods are shown on Fig. 1.
Object sizes on Fig. 1 indicate their positions in the ranking,.

Figure 1 Preference structure graphs for best-worst (left) and TOP 2 (right) methods

If compared objects are numbered from best to worst, then the respective incomplete PCMs look

as follows:
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As we’ve shown in [16], both methods are incomplete and the number of PC in both methods is
2n — 3. In [16] we refer to max difference method as “queues” method, but now we feel that “max
difference” is a more adequate name (as the most distant object pairs are compared in the first place).
Max difference method implies a certain sequence of PC, which is defined by the initial ranking of
objects. Let the ranking of objects look as follows: a; > a, > -+ > a,, where q; is the object with
rank i, i = 1,n, and n is the total number of objects. In this case, the sequence of PCs, which,
according to [11], ensures the most adequate and consistent estimation results, is as follows: batch
1: (a4, a,) (ranks differ by (n — 1)); batch 2: (ay, a,,_1) or (ay, a,) (ranks differ by (n — 2)); batch
3: (aq,an_3) or (a,, a,_1) or (asz, a,) (ranks differ by (n — 3));...; batch (n — 1): (a4, a;) or (a,, az)
or ... or (a,_1,ay,) (ranks differ by 1). The PCM is filled starting from the top right corner. PCM
elements lying above the principal diagonal are filled the last. An example of PCM filling for n = 5

@ 6 @ O
( T @® 3 (2)\’
T ® 3

\ L)

In [11, 16] we have shown that it is not necessary to fill all the PCM in max difference method.
The main task is to ensure the connectivity of the preference structure. PCs in max difference method
are performed in batches. Within a batch all PCs are equally important and informative. However,
first we should look at PCs, which are required to ensure the connectivity. For instance, if n is odd,

is shown below:

then in order to get a connected preference graph, we need to perform E] or (n—1)/2 of PC
batches + 1 PC from the batch number ((n — 1)/2) + 1. This is a PC (a;, an-1_,), 1. e. comparison
2

of the 1% element and the “central” one in the ranking. Alternatively, this can be a PC of the last and
the central elements (an-1, ,, @,). Once the “central” element is included in the preference structure,
2

the structure becomes connected. If n is even, then there are 2 central elements in the ranking, so, to

achieve connectivity, we need to perform (g) — 1 comparison batches + 2 PCs from batch number
(n/2): (a4, ag), (a§+1’ a,).

Figure 2 A connected PC structure graph on a set of 7 objects

An example of a connected PC structure on the set of 7 objects is shown on Fig. 2. Batch 1 includes
the only PC (a4, a;), batch 2 - PCs {(a4, a¢), (a;, a;)}, batch 3 - PCs {(a4, as), (a,, a¢), (as, a;)},
batch 4 — PCs {(aq, ay), (a3, as), (as, ag), (a4, a;)}, while connectivity is achieved after PC (aq, ay)

or (ay, ay).
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By definition, the number of a batch i equals the number of PCs in it. So, the general number of
PCs in batches 1 to i is a sum of an arithmetic progression: N; = i(i + 1)/2. Therefore, to ensure
connectivity of a set of PCs of n compared objects, we need to perform the following number of PCs:

("T*("T_1+ 1)) + 1,nisodd,n > 1
Neonn = n/n )
(Z(E_ 1)) + 2,niseven,n > 2

As we’ve shown above, in order to compare n objects using best-worst and TOP 2 methods, we
need to perform (2n — 3) PCs. So, to place all three listed methods in equal conditions for
comparison, we need to ensure that the number of PCs performed in each method is the same.
Therefore, condition Ny, < (2n — 3) should be fulfilled.

n—1m-—1
<4 ( > +1)>+1S(2n—3),nisodd,n>1

nm 9 < (2 3) i 2
Z(E_l) +2<(2n-3),niseven,n >

Having solved these inequalities, we deduce that the condition is fulfilled when 3 <n < 14.
Dependence of the minimum number of PCs to be performed in best-worst, TOP 2, and max
difference methods, on the number of objects n, is shown on Fig. 3. For best-worst and TOP 2
methods the dependence is a linear function (N = 0(n)), while for max difference it is a square
function (N, = 0(n?)). Its graphs for odd and even n are parabolic.
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Figure 3 Minimum number of PCs, required for priority calculation in best-worst, TOP 2, and
max difference methods

It means that when 3 < n < 14, in max difference method we need to generate (2n — 3) PCs

according to the prescribed sequence of PC batches (“max difference first”). That is, after we have
generated Ny, PCs, we need to keep generating new PCs until their number reaches (2n — 3).
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If n > 14, then we suggest starting PC generation process with a basic set, described in [11, 15],
which is a bi-partite spanning tree graph, in which the best object a, is compared with objects from

the 2" half of the ranking (a[E] ey an), while the worst object a,is compared with objects from
2
the 1° half of the ranking (aq, ..., a[g]). Diameter of such a graph (a union of two stars [8, 11]) always
2

equals 3, irrespectively of n, while its edges represent PCs from the first batches. These properties
ensure stability of the respective preference structure to expert errors.

Figure 4 Spanning tree graph, representing a minimum connected PC set on 7 objects, built
according to max difference method

Generate the spanning
tree

{(ah a[%]ﬂ); - (ay,a,);

(az, ay);--; (a[i]' a)}

2

Add PC according to the
order of queues

Figure 5 A flow-chart of PC generation algorithm for comparison of max difference method with
best-worst and TOP 2 methods

Fig. 4 illustrates an example of such a graph for the case when 7 objects are compared. The only
difference from the graph on Fig. 2 is the absence of PC (a,, ag) making the set of PCs redundant. It
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is to this set of (n — 1) PCs that we have to add PCs (following the order of batches) until their
number reaches (2n — 3). A simplified flow chart of PC generation algorithm is shown on Fig. 5.

Presently, it is problematic to find a universal algorithm for generating PCs in max difference
method for every dimensionality n. Table 1 illustrates the sequence of PCs in max difference method
forn € [3..16].

Table 1 Sequences of PCs in max difference method for n € [3..16]

Number of

(n);
connectivity
number

objects

NCOTlTl

2n
-3

Batch
number
k =
(n—

G-9)

Comparisons (i.e. compared object numbers and ranks)

3; Neonn = 2

1

(1;3)

(1;2); (2;3)

4; Neopn =3

(1;4)

(1;3); (2;4)

(1;2); (2;3); (3;4) *random 2 of these 3

5 Neonn = 4

(1;5)

(1;4); (2;5)

(1;3); (2;4); (3;5)

(1;2); (2;3); (3;4); (4;5) *random 1 of these 4

6; Neonn = 5

(1;6)

(1;5); (2;6)

(1;4); (2;5); (3;6)

(1;3); (2;4); (3;5); (4;6) *random 3 of these 4

7; Neonn = 7

11

(1;7)

(1;6); (257

(1;5); (2;6); (3;7)

)
);
(1;4); (2;5);
);

(
(3:6); (4;7)
(1;3); (2;4); (

3;5); (4;6); (5;7) *random 1 of these 5

8; Neonn = 8

13

(1;8)

(1;7); (28

(1;6); (2;7); (3;8)

(1;5); (2;6

Nl R NI N2

5 (
; (3;7); (4;8)
5 (

(1;4); (2;5); (3;6); (4;7); (5;8) *random 3 of these 5

9; Nconn =11

15

(1;9)

(1;8); (2;9

(1;7); (2;8); (3;9)

)

) (
(1:6); (2;7); (3:6); (4:7)
(1;5); (2;6); (3;7); (4;8); (5;9) *all these PCs

10;  Neopn =
12

17

(1;10)

(1;9); (2;10)

(1;8); (2;9); (3;10)

(1;7); (2;8); (3;9); (4;10)

);
(1:6); (257); (3:8); (4:9); (5:10)
(1;5); (2;6); (3;7); (4;8); (5;9); (6;10) *random 4 of these 6

11, Neopn =
16

19

(1;11)

(1;10); (2;11)

(1;9); (2;10); (3;11)

(1;8); (2;9); (3;10); (4;11)

R (RINR,| NN R RN R, AR (RINR|UR| RN R[OR(RIN[R|BRWNR] AW NP, WIN|=]|DN

(1:7); (2:8); (3:9); (4:10); (5:11)
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(1;6); (2;7); (3;8); (4;9); (5;10); (6;11) *at least one of the red ones
(critical for connectivity) and random 3 (or 2) of the remaining 4
PCs from this batch

12; Nconn
17

21

(1;12)

(1;11); (2;12)

(1;10); (2;11); (3;12)

(1;9); (2;10); (3;11); (4;12)

(1:8); (2:9); (3;10); (4511); (5512)

(1;7); (2;8); (3;9); (4;10); (5;11); (6;12) *all these PCs

22

13, Neopn =

23

(1;13)

(1;12); (2;13)

(1;11); (2;12); (3;13)

(1;10); (2;11); (3;12); (4;13)

(1;9); (2;10); (3;11); (4:12); (5;13)

(1:8); (2:9); (3:10); (4:11); (5:12); (6:13)

N[N W|N[R|A|[U WD

(1;7); (2;8); (39); (4;10); (5;11); (6;12); (7;13) *at least one of the
red ones (critical for connectivity) and random 1 (or none) of the
remaining 5 PCs from this batch

23

14, Neopn =

25

(1;14)

(1;13); (2;14)

(1;12); (2;13); (3;14)

(1;11); (2;12); (3;13); (4;14)

(1;10); (2;11); (3;12); (4;13); (5;14)

(1;9); (2;10); (3;11); (4;12); (5;13); (6514)

N| N[ WN| =

(1;8); (2;9); (3;10); (4;11); (5;12); (6;13); (7;14) *both red ones
(critical for connectivity) and random 2 of the remaining 5 PCs from
this batch

29

15 Neopn =

27

(1;15

(1;14); (2;15

5

(1;13);

)
; (2:14); (3;15)
(1;12 ); (3;14)

(1;11); (2:12): (3:13); (4:14); (5;15)

P R ) P P P

(
(
; (2513); (3;14); (4;15)
(
(

(1;10); (2:11); (3;12); (4:13); (5:14); (6;15)

R[N [ |[WI D

(1;9); (2;10); (3,11), (4,12), (5,13), (6,14), (7;15)
(1;8); €2:9):3; : : :14): (8;15) *start with the
“red” PCs (initial spannmg tree 1nc1ud1ng just one (!) of the PCs (1;8);
(8;15)), then — perform “blue” PCs, then — random 3 out of the 5
“green” ones

30

16, Neonn =

29

(1,16)

(1;15); (2:16)

(1;14); (2;15); (3;16)

(1;13);

(1;12); (2;13); (3;14); (4;15); (5;16)

(1;11); (2;12); (3;13); (4;14); (5;15); (6;16)

R e P P P

(
(
; (2;14); (3;15); (4;16)
(
(
(

(1;10); (2;11); (3;12); (4;13); (5;14); (6;15); (7;16)

[N BEN N o N IS, I I ROV I Gl

(1;9); : (8;16) *start with
the “red” PCs (initial spanning tree), then — perform “blue” PCs,
then — random 4 out of the 5 “green” ones

Once the necessary number of PCs is generated, max difference method can be experimentally
compared to best-worst and TOP 2 methods using an experiment, in which the whole expert
estimation process is simulated, as shown in [8, 12, 17].

We should note that the psycho-physiological constraints of human mind allow an average expert

to compare only op to n = (7 £ 2) at a time [18, 19]. In real problems the number of objects or
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criteria presented to experts, usually, does not exceed this number. So, in our experiment we are
going to focus on this range of dimensionalities.

4. Experiment outline

In order to experimentally compare the three listed methods, we suggest simulating the whole
expert estimation process for a given number of objects without involving actual experts. Our
experiment will include the following steps:

Set initial object weights (priorities) (wy, ..., Wy,)
Build an ideally consistent PCM on their basis {a;; = % ;i,j=1..n}
j
Build an incomplete PCM according to one of the three listed methods [6, 7].
Fluctuate the incomplete PCM: {a{j =a;(1+ &)*Li,j=1..n)

Calculate priorities (wj,...,wy,) based in the fluctuated incomplete PCM using the
combinatorial spanning tree enumeration method [13].

G e

6. Calculate the difference between initial and calculated priorities (object weights) A. Smaller
difference A indicates better resilience of the respective method to expert errors. In the
present research we suggest using the following formula for A:

A = max (M) —100% (2)

i min(wiw;)

Mathematically, the best way to find maximum A is genetic algorithm (GA) [20-22]. In terms of
the GA, A is the fitness function, while “individuals” are the fluctuated PCMs. These individuals are
subjected to cross-breeding and mutations until A stops increasing. A similar approach has been
demonstrated, for instance, in [12, 17].

5. Results and interpretation

On Fig. 6 we can see typical results of comparison of the 3 methods for the case when n =5
objects. Horizontal axis shows PCM fluctuation level, while vertical axis shows maximum deviation
of weights, obtained based on fluctuated incomplete PCM, from initial priority values (A, %). Fig. 7
illustrates a similar experiment for the case whenn = 7.

As we can see, in these experiments, best-second best (TOP 2) method has a certain advantage
over the other two methods in terms of stability. Besides that, larger dimensionality of the
experiment leads to larger deviations of the resulting weight vectors from initial values. Additionally,
we should note that the larger the “expert error” (PCM fluctuation) grows, the steeper the resulting
curve becomes (i.e., as expert error € approaches 50%, A increases much faster than under smaller
PCM fluctuations).
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Figure 6 An example of dependence of deviation of object weights on the level of PCM
fluctuation (%) for best-worst, best-second best and max difference methods whenn = 5
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Figure 7 An example of dependence of deviation of object weights on the level of PCM
fluctuation (%) for best-worst, best-second best, and max difference methods whenn = 7

Experiments, displayed on Fig. 6 and 7, do not simulate and/or take into account the sequence in
which object pairs are presented to experts for comparisons. At the same time, this sequence is
critical, especially, for max difference method. Moreover, comparisons of more ordinally distant
objects tend to be more informative and accurate [11]. This property of PCs also resonates with the
outcomes of experiments in cognitive psychology performed by Stevens & Galanter [23] and Tversky
& Kahneman [24]. According to Stevens and Galanter’s study, respondents tend to make greater
mistakes while evaluating objects closer to the middle of the ranking. Tversky and Kahneman are
famous for outlining the so-called “anchoring bias” [25], which makes evaluators shift their
preferences towards either the smallest (lowest-ranking) or the largest (highest-ranking) object in
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the set. In fact, according to Jafar Rezaei, invention of the best-worst method [13, 14] was an attempt
to overcome this specific bias by helping experts properly calibrate their preference and balance
them. Anchoring bias was also addressed in the multi-criteria decision domain by developers of the
TOPSIS method [26-28]. At the same time, experiment results illustrated by Fig 6 and 7 above do not
reflect any of these cognitive issues.
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Figure 8 An example of dependence of deviation of object weights on the level of PCM
fluctuation (%) for best-worst, best-second best, and max difference methods when n = 5 (modified

fluctuation formula)
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Figure 9 An example of dependence of deviation of object weights on the level of PCM
fluctuation (%) for best-worst, best-second best, and max difference methods, when n = 7 (modified

fluctuation formula)

Since our experiment does not involve real experts, in order to enhance the significance of PC
belonging to batches with smaller numbers, we propose to modify the formula for fluctuation of
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PCM elements (step 4 of the algorithm). At this point of our research, we suggest using the following
modified formula for fluctuating the PCM elements:

1 &€ +1.: 5 _ .
a;; = a;(1 +m) ;Lj=1L.n0<e<1(3)

If PCM elements are fluctuated according to this formula (3), results of comparative experiments
look as shown on Fig. 8, Fig. 9.

6. Conclusions

We have shown that usage of both complete and incomplete ranking-dependent PC methods can
allow decision-makers to reduce the labor-intensity of expert sessions, while increasing the
credibility of obtained results.

We have introduced an algorithm for a comparative study of the three different ranking-
dependent PC methods (best-worst, TOP 2, and max difference) and formulated conditions under
which the results of such a study can be deemed credible.

We have conducted the respective simulation-type experiment to compare the three listed
ranking-dependent PC methods according to their stability to expert errors. Previous studies indicate
that the order (sequence) in which PCs of objects are performed by experts significantly influences
the accuracy of estimation results. Particularly, under assumption that comparisons of more
ordinally distant objects are more accurate:

e  Priority calculation error becomes several times smaller
e  The results of max difference method tend to be slightly more accurate than the results of
best-worst and best-second best (TOP 2) methods.

Therefore, ranking-dependent PC methods, indeed, allow us to reduce the number of comparisons
the expert has to perform, while improving the accuracy of estimation. Based on obtained
experimental results, max difference method is no less credible than best-worst and TOP 2 methods.

During further studies we will search for alternative ways of modeling (simulating) the expert
estimation process, allowing us to take both object ranking and PC sequence into consideration.
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