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Abstract

This study explores the use of large language models (LLMs) for the automated extraction of news values, marking
the first effort to apply LLMs to this task. We evaluate open-source models, including LLaMA3, Yi-1.5, and
Qwen2, using structured prompts to detect four news values: sentiment, geographical proximity, timeliness,
and eliteness. Results demonstrate promising performance with few-shot prompting over zero-shot evaluation.
Manual annotations revealed challenges due to the complexity and subjectivity of news values, with moderate
inter-annotator agreement (Cohen’s kappa of 0.41), emphasizing the need for larger datasets and multiple
annotators to ensure reliable ground truth labels. Fake news analysis showed distinct patterns, including a higher
emphasis on negativity and prominence compared to true news.
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1. Motivation

News values, as introduced by Galtung and Ruge [1], capture the attributes that determine the "news-
worthiness" of actors, events, and issues. They guide how news media construct narratives and news-
worthiness [1], shaping public perception and discourse. Contemporary studies have expanded their
applicability to diverse platforms, from social media engagement [2] to the analysis of fake news [3],
underscoring their relevance in traditional and digital contexts. For instance, Tandoc et al. [3] high-
lighted distinct patterns in fake news, identifying a prevalence of timeliness, negativity, and prominence,
alongside a lack of objectivity. These approaches highlight the growing need for scalable, context-aware
computational methods, such as large language models (LLMs), to analyze and extract these values
from news articles effectively.

So far, very few computational models on the detection of news values in news articles have been
introduced. Existing approaches have employed methods such as statistical features, linguistic analysis,
and machine learning approaches like Support Vector Machines (SVMs) and Convolutional Neural
Networks (CNNs) to extract and classify news values. Studies like Potts et al. [4] and Bednarek et al. [5]
utilized these methods on specific corpora, while others, such as di Buono et al. [6] and Piotrkowicz et
al. [7], incorporated word embeddings and sentiment analysis. While these efforts provided interesting
insights, they rely on rather outdated Al approaches and have not yet leveraged powerful, generative
Al approaches [8] to detect news values.
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2. Classification of News Values using LLMs

This work addresses the aforementioned limitations, and makes three primary contributions towards
the use of LLMs for computational news values analysis.

(1) Evaluation of Open-Source LLMs: We evaluate the performance of state-of-the-art open-source
LLMs, including LLaMA3 [9], Yi-1.5 [10], and Qwen2 [8], in detecting news values. These include senti-
ment (positive or negative tone), geographical proximity (local, regional, national, or global relevance),
timeliness (old, recent, ongoing, or future events), and eliteness (presence of influential individuals
or organizations). Definitions and subcategories of news values are adapted from Cheema et al. [11].
To optimize model performance, we use structured prompt design with clear context, task definition,
and output constraints. We compare structured JSON outputs (Table 2) with unstructured formats to
assess consistency and evaluate the impact of zero-shot and few-shot prompting (in-context learning)
on annotation accuracy. Structured outputs consistently outperform unstructured ones; therefore,
we present comparison results and prompt types exclusively for structured outputs in Table 1. The
evaluation is conducted separately for each news value.

(2) LLM vs Human Annotation: We compare LLM-generated annotations with human annotations to
evaluate strengths and limitations. Two annotators, each with a computer science background, label 20
news articles (10 true, 10 fake) from the ISOT Fake News Dataset [12], which includes true news articles
from Reuters and fake news flagged by Politifact. Annotation guidelines are adapted and refined from
Cheema et al. [11], ensuring a systematic and consistent evaluation of annotation quality.

(3) True vs. Fake News Analysis: Leveraging the best performing LLM from the previous step, we
analyze 100 news articles (50 true, 50 fake) to examine differences in detected news value patterns.
Through frequency and bigram analysis, we identify distinctive characteristics in true and fake news,
providing insights into how these patterns may contribute to automated misinformation detection.

These contributions lay the groundwork for future research in automating news values analysis and
applying it to diverse journalistic and computational contexts.

3. Preliminary Results

Inter-Annotator Agreement: To validate the reliability of manual annotations, we compared the annota-
tions made by two human annotators using Cohen’s kappa. The average kappa score across 20 news
articles articles was 0.41, indicating a moderate agreement. Individual kappa values varied widely,
ranging from 0.13 to 0.76, reflecting the complexity and subjectivity inherent in annotating news values
despite consistent guidelines.

LLM performance: Qwen2 [8] achieved the best results across the evaluated LLMs. Results for all LLMs
are provided in Table 1. Few-shot prompting with two examples, consistently outperformed zero-shot,
with notable improvements across all models, particularly for complex news values like timeliness and
geographical proximity. Qwen2 delivered robust results across most news values but struggled with
sentiment in the zero-shot setting. Prompt complexity (Table 2) also influenced outcomes, with simple

Table 1
F1-scores of three models (Qwen2 [8], Llama-3 [9], and Yi-1.5 [10]) for detection of news values using ground truth
data from two annotators (A1, A2). Bold denotes best, and dashed underline denotes second-best performance.

Qwen2 Llama-3 Yi-1.5

News Value Zero-shot Few-shot Zero-shot Few-shot Zero-shot Few-shot

Al A2 Al A2 Al A2 Al A2 Al A2 Al A2

Geographical Proximity  0.25 0.27 0.63 0.72 0.0 000 0.63 060 008 0.18 047 0.63
Timeliness 0.40 035 0.67 043 000 000 059 037 016 000 031 0.16

Eliteness 021 029 0.64 072 0.05 0.15 031 039 031 042 035 046
Sentiment 0.04 003 053 0.55 001 0.01 033 039 026 0.29 051 0.55




output format (Type 1) for direct classification excelling in zero-shot and sentence-wise analysis (Type
3) with justification format yielding better results in the few-shot setup.

Table 2
Overview of prompt types. “FS” indicates few-shot usage, which includes one or more examples. Each instruction
includes a brief description of the news value with optional additions per prompt type.

Feature Type 1 Type 2 Type 3
Instruction Minimal, direct Asks for justification Sentence-level analysis + jus-
tification
Definition Basic within instruction Basic within instruction Extended detailed definition
Categories Included Included Included
Output Format Basic JSON Basic JSON + includes Basic JSON per-sentence +
(text_span, label, start, justification justification
end)
Examples Provided when FS Provided when FS Provided when FS
Key Focus Direct classification Reasoning behind classifica- Fine-grained, sentence-level
tion analysis

Comparison of News Values between True and Fake News: The analysis revealed distinct differences
in narrative patterns between true and fake news articles. Mentions of prominent individuals and
organizations were frequent in both categories, reflecting the political focus of the dataset. Events
tied closely to the timing of publication were common, while references to older or future events
appeared less frequently, aligning with the topical nature of political reporting. A notable finding was
the significantly higher emphasis on negative language in fake news—over three times more frequent
than in true news—suggesting a strategic emphasis on negativity to attract attention or shape percep-
tions. Additionally, patterns in news value bigrams revealed that fake news often amplifies eliteness
and negative sentiment through repeated associations, such as consecutive mentions of influential
entities or chains of negative sentiment. These results suggest that fake news leverages emotional and
influential elements [3] to serve political or ideological purposes, offering valuable insights for detecting
misinformation.

4. Conclusion and Future Work

This work presents the first study leveraging LLMs for automated extraction of news values, demon-
strating promising results on a small dataset. Manual annotations revealed challenges with complexity
and subjectivity, as shown by moderate inter-annotator agreement (Cohen’s kappa of 0.41), highlighting
the need for larger datasets and more annotators to establish reliable ground truth labels. Future work
will expand to more news values, larger datasets, and diverse media contexts. Combining manual and
LLM-generated annotations for semi-supervised datasets and exploring efficient fine-tuning methods,
such as instruction-tuning, could enhance performance.
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