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Abstract

We study abstract properties of possible inference operators for Dung-style Argumentation Frameworks. In this
first attempt, we revisit classical non-monotonic formalisms such as Default Logic and Logic Programming and
adapt their core concepts to the realm of Dung’s Argumentation Theory. The resulting operators provide initial
formal insights and open avenues for future work, such as exploring the full range of existing semantics, acceptance
modes or extending the approach to more expressive abstract and structured argumentation formalisms.
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1. Introduction

After several decades of research, the field of knowledge representation now offers a variety of formalisms
that allow for non-monotonic reasoning — that is, the ability to retract previously drawn conclusions. To
compare different non-monotonic formalisms — or more generally, to clarify what we expect from such
formalisms - a very active and fruitful line of research has focused on studying abstract properties of the
associated inference operators, which map sets of premises to sets of conclusions. One major contribution
was made by Dov Gabbay in 1985 [1], who introduced the notion of cumulativity, a combination of the
principles known as Cut and Cautious Monotony, which remain hidden in classical monotonic logics. In
this paper, we revisit this classical line of research and apply it directly (i.e., without considering an
underlying logic [2]) to one of the most influential formalisms in argumentation theory: the so-called
Dung-style Argumentation Frameworks [3]. The present study shows inherent properties and paves the
way for the long-term goal, namely enabling comparisons with different abstract as well as structured
argumentation formalisms [4, 5].

2. Inference Operators — Properties and Examples

In classical logic, a formula ¢ is said to be a logical consequence of a set 7" of formulas, denoted T |= ¢,
if and only if Mod(7T") C Mod(¢). The classical consequence operator [6, 7] then yields the set of all such
consequences, i.e.. Cn(T") = {¢ | T' |= ¢}. This operator can be generalized by allowing other kinds of
inputs - for instance, different sets of well-formed formulas, atoms only, assumptions, or even arguments
(formalized in an appropriate way). Let F denote the set of suitable inputs, and let C be a function, a
so-called inference operator, operating on subsets of F, formally defined as: C : 27 — 2%, T~ C(T).

Consider the following abstract properties that enable a systematic comparison [8, 9]. Inclusion: 7" C
C(T) (no information from 7' is lost), Idlempotence: C(C(T")) C C(T) (applying C again yields nothing
new), Monotonicity: If S C T, then C(S) C C(T') (adding information preserves old conclusions),
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Cautious Monotony: If S C 7' C C(S), then C(S) C C(T') (new information already entailed doesn’t
invalidate old results), Cut: If S C T" C C(5), then C(T") C C(5) (new information already entailed
doesn’t give rise for new results), Cumulativity: If S C T' C C(S), then C(T") = C(5) (robustness
under intermediate results), Compactness: C(T) C | J{C(T") | T/ C T, T’ finite} (finite subtheories
suffice for inference), Supraclassicality: Cn(7") C C(T) (all classical consequences are preserved).

Default Logic introduced by Raymond Reiter [10], is a nonmonotonic formalism based on defaults

0 A:&’%B” where A is the prerequisite, By, . . ., B, are consistency conditions, and C'is the conclusion.
For instance, the default d; : kld(ﬁig::é;:f;&?@)
A default theory is a pair (D, T), where D is a set of defaults and 7" a set of formulas, e.g., T =

{kid(samantha)}. A Reiter extension E is defined quasi-inductively as E = |J;°, E; with Ey =T,
and E;y; = Cn(E;) U {C’ | % €D, A€ E;, -B; ¢ E for allj}. Extensions need not always
exist; there may be none, exactly one, or arbitrarily many. In our example, we obtain the unique
extension £ = Cn({kid(samantha),likeslceCream(samantha)}).

The subsequent associated (sceptical) inference operator satisfies inclusion, idempotence, cut, and
supraclassicality, but generally fails compactness, monotonicity, cumulativity, and cautious monotonicity.

expresses the knowledge “Kids usually like ice cream.”

Definition 2.1 (Inference operator - Reiter Extensions). Let & p 1) denote the set of all extensions of a
default theory (D, T'). The inference operator is defined as: Cp : 27 — 27, T +— Cp(T) = NEobnm

Logic Programs (LPs) are finite sets of rules of the form: r : A < By,...,B,,not Cq,...,not Cp,
where A is the head of r, and By, ..., B, (positive atoms) together with not C, . . ., not C,, (default-
negated atoms) form the body of r. For example, the rule 71 : Hunts(x) < Owl(x), not InZoo(x) states
intuitively that “Owls hunt, unless they live in the zoo.” The famous stable model semantics introduced
by Michael Gelfond and Vladimir Lifschitz [11] requires the reduct of a given LP P w.r.t. a set [ defined as:
Pl ={A« By,...,B,| A< By,...,By,notCy,...,not Cp,, € Pwith {Cy,...,Cp,}NI =0}. A
set of atoms I C A is a stable model of P if it is the C-least model of P!, where a rule A + Bi,...,B,
is interpreted as the material implication By A ... A B, — A.

The following associated (sceptical) operator behaves as in the case of default logic; it satisfies
inclusion, idempotence, cut, and supraclassicality (under the standard translation to classical logic), but
generally fails compactness, monotonicity, cumulativity, and cautious monotonicity.

Definition 2.2 (Inference operator — Stable Models). Let SM(P) denote the set of all stable extensions
of the logic program P. The inference operator is defined as: Cp : 24 — 24, I+ Cp(I) = (\SM(PUI)

3. Dung-style Argumentation

In 1995, Dung introduced one of the most influential argumentation formalisms which represent
arguments and attacks as abstract entities — that is, neither the internal structure of arguments nor the
reasons why one argument attacks another are taken into account [3]. Consequently, an Argumentation
Frameworks (AF) F is simply a directed graph (A, R), where A C U is a set of argumentsand R C Ax A
a binary relation representing attacks. The main focus lies in resolving conflicts. For the purposes of
this paper, we focus exclusively on stable semantics (see [12] for other semantics). Aset E C Aisa
stable extension if (i) £ is conflict-free, and (ii) every argument not in F is attacked by some argument
in E. Let stb(F) denote the set of all stable extensions of an AF F'. As with Logic Programming, stable
extensions are not guaranteed to exist; a framework may have none, exactly one, or multiple stable



extensions. For instance, the following AF F": 0 e e'@ yields two stable extensions,

namely E; = {a,c} and Fy = {a, d}. Which inference operator is suitable to adequately capture the
dynamics of argumentation? In this initial paper, we draw inspiration from the inference operators
already introduced for Default Logic and Logic Programming under stable model semantics.

Default Logic-style Inference Operator In the case of Default Logic, the inference operator is
parameterized by a set of defaults D. This means that for each different set D, we obtain a different
operator Cp. Each such operator takes as input a set of (non-default) knowledge 7', and its output
Cp(T) is defined as the intersection of all Reiter extensions, i.e., Cp(T") = ()€ p,1). Transferring this
concept to Dung-style Argumentation, we may parameterize an operator by a set of attacks R and take
as input a set of arguments A. The output is then defined as the intersection of all stable extensions of the
restricted AF (A, R|4). This operator behaves quite interestingly, as it satisfies idempotence, cautious
monotony, cut, and thus cumulativity, but generally fails inclusion, monotonicity, and compactness. We
note that the corresponding credulous inference operator - i.e., taking the union of all stable extensions
— satisfies the same properties as the sceptical one and, in addition, even satisfies compactness.

Definition 3.1 (Inference operator — Default Logic-style). Let R C U x U be an attack relation. The
associated (sceptical) inference operator is defined as: Cr : 2 — 24, A+ Cr(A) = N sth((A, R|4))

Logic Programming-style Inference Operator In the case of logic programs, the inference opera-
tor is parameterized by a logic program P. This means that for each different program P, we obtain
a different operator Cp. Each such operator takes as input a set of atoms I and outputs Cp(I) =
() stb(P U I), i.e., the intersection of all stable models of P U I. Transferring this concept in a straight-
forward way to the realm of Dung’s Argumentation Frameworks yields an operator parameterized
by an AF F' = (B, R), which takes as input a set of arguments A. The output is then defined as the
intersection of all stable extensions of the augmented framework (A U B, R).

Definition 3.2 (Inference operator — Logic Programming-style). Let [’ = (B, R) be an AF. The associ-
ated (sceptical) inference operator is defined as: Cpo : 24 — 2 A s Cp(A) = N sth((AU B, R))

Although both operator definitions look quite similar, their behaviour differs significantly. Whereas
the Default Logic-style inference operator exhibits non-monotonic behaviour (as expected), its Logic
Programming-style counterpart satisfies classical monotonicity. This may be surprising at first glance,
but becomes intuitive upon closer inspection: adding arguments that introduce no new conflicts does
not provide a reason to retract previously accepted information. Note that in the case of the Default
Logic-style operator, additional attacks are implicitly introduced due to the presence of a background
attack relation. In summary, the inference operator as defined above satisfies idempotence, compactness,
monotonicity, and thus also cautious monotony, cut, and cumulativity, but it generally fails inclusion.

4. Conclusions and Future Lines

The present study admits instantiation through different acceptance modes, argumentation semantics,
or even solely by considering abstract principles underlying argumentation semantics [13, 14].

One central question is how the presented operators are related. While the Default-style operator
exhibits full non-monotonicity, as expected, the LP-style operator can be seen as a monotonic bridge
logic, as termed by Makinson [8]. We note that identifying monotonic fragments within argumentation
has already attracted some interest [15, 16, 17]. Finally, the presented operators do not satisfy inclusion.
We believe this is an essential feature of any argumentation operator, as one cannot expect that all
arguments they put forward will be accepted or pass unchallenged.
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