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Abstract

Recent developments in artificial intelligence (AI) and large-language models (LLM) promote collaboration
of humans and Al-based agents. However, the use of Al has risks, e.g., related to over-reliance and possibly
unintended consequences stemming from structural issues and mistakes from both sides. Given that Al is a tool
with intrinsic strengths and weaknesses, there are also responsibilities on the human side regarding how the tool
is used. For the human-AlI system to be effective, both actors should understand the limitations and risks of both
players and adopt strategies to mitigate them. Therefore, in this position paper, we propose a model and process
for continual bidirectional assessment and co-development of human-Al systems. Though research has mostly
focussed on the evaluation of Al agents, we especially focus on the human. Through an analogy with software
testing, we propose a “human-under-test” schema, where the Al agent proactively inspects the human user to
identify potential issues (e.g., in knowledge, expectations, or process consistency) that might negatively affect the
collaboration.
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1. Introduction

Context. The recent developments on artificial intelligence (Al), generative Al (GenAl), and large
language models (LLMs) are revolutionising human-AI collaboration, creating new opportunities and
challenges for the implementation of systems and processes fostering hybrid/collective intelligence [1, 2].
Our focus is on human-AI collaboration in “projects”, loosely defined as multi-step activities aimed at
solving information-intensive tasks and producing deliverables (e.g., software projects).

Problem, state of the art, and gap. Limitations in Al tools, in user knowledge and expectations,
and in their human-AI interaction (HAI), implies risks that may undermine performance and give way to
unintended consequences. Works on Al maturity models have been proposed to comprehensively assess
an organisation’s ability of leveraging Al, suggesting properties that humans and Al should possess for
mature HAI and ecosystems. Several studies have been carried out on human-AI teams [3, 4, 5, 6, 7],
supporting collaborative problem solving up to human-Al co-evolution [8, 9]. Crucial concepts include
feedback loops [8, 10] for tuning and incremental co-development, shared mental models [11], to properly
frame expectations and promote effective interaction through human-AIl mutual understanding, and
meta-cognitive scaffolding [12, 13], supporting user reasoning through thinking assistants [14]. Though
proposals for co-evolution and reciprocal learning exist [10], we observe limited contributions on
integrated end-to-end frameworks for human-AI teams with bidirectional assessment of mental model
and knowledge gaps. This view is also shared by other researchers [8], mentioning “investigation of
bidirectional causality” and “modelling of the feedback loop” as open challenges in human-AI systems.

Contribution. In this position paper, we review contributions on human-AI collaboration, and
propose and discuss two ideas to foster structured research on effective human-AlI collaboration. The
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general idea is to consider an integrated, end-to-end process framework for bidirectional scaffolding,
aimed at proactively reducing risks by assessing mental models and knowledge about several entities
(knowledge, behaviour, configuration of the human and Al actors, goals, context, process outputs
and history). The specific idea, covering one direction of the overall schema, is to consider humans-
under-test, namely the human actors as “test subjects”—following a software testing analogy. This also
suggests an alternative to the common “human-in-the-(Al-)loop” viewpoint, which could be referred to
as “Al-in-the-human-loop”.

Paper structure. Section 2 covers background and related work. Section 3 presents the contribution.
Section 4 provides a discussion with pointers to future research.

2. Background and Related Work

For proper human-AlI collaboration, human users and Al tools should interact (and possibly collaborate)
in order to understand, assess, and support each other. We review works related to different research
directions contributing to this view.

2.1. Al Maturity Models

In general, maturity models are models aimed at evaluating and supporting the optimisation of processes
by humans or organisations [15]. Al maturity models specifically aim to evaluate an organisation’s
readiness in taking advantage of Al, by using or developing it. Sometimes, the proposed maturity
models have a different focus, e.g., on the human organisation adopting Al or on the Al system itself,
considered as an entity with different levels of maturity.

Surveys on Al maturity models. A number of surveys provide insights on the Al maturity models
themselves: their focus, goals, and development methods. In 2023, Akbarighatar et al. [16] reviewed
Al maturity models, with a focus on responsible development and use of Al, under the lenses of
a sociotechnical perspective. The extracted capabilities for responsible Al include: (i) continuous
evaluation of the effects of Al decisions, (ii) employee’s awareness of ethical issues in Al, (iii) security
and privacy, (iv) fairness evaluation, (v) transparency/understandability of AT models, (vi) accountability.
A 2021 systematic literature review on Al maturity models is also provided by Sadiq et al. [17]. They
adopt a taxonomy based on: research objectives (development, validation, or application of Al maturity
models), scope (domain generality, analysis scope), method (what analytical and empirical methods),
design approach (top-down vs. bottom-up), architecture (stage-based vs. continuous), purpose of use
(descriptive vs. prescriptive vs. comparative), typology (maturity grids, structured models, Likert-like
questionnaires, or hybrid models), and maturity model components (levels and elements). They extract
seven critical dimensions: (i) data, (ii) analytics, (iii) technology and tools, (iv) intelligent automation,
(v) governance, (vi) people, and (vii) organisation.

Examples of recent Al maturity model proposals. Hartikainen et al. [18] propose a (preliminary)
maturity model to guide the development of human-centred Al systems (HCAI-MM), based on six
building blocks: (i) working with Al uncertainty, (ii) collaboration and human control, (iii) accountability,
(iv) fairness, (v) transparency, and (vi) explainability. We share similar motivations, though we emphasise
the uncertainty related to human actors. Fukas et al. [19] provide an Al maturity model tailored to the
auditing domain (A-AIMM). The A-AIMM consists of five levels for eight dimensions (technologies, data,
people and competences, organisation and processes, strategy and management, budget, products and
services, ethics and regulation). At the most advanced level, the organisation (i) leads the development
of Al technologies, (ii) audit is data-driven, (iii) people have leading Al competences, (iv) processes are
Al-enabled and -driven, (v) the Al strategy is decided, (vi) Al has dedicated budget, (vii) Al supports
products and services, and (viii) Al is trustworthy and explainable. Hansen et al. [20] also propose an Al



capability maturity model to understand and guide adoption of Al in organisations. Their framework
uses two technological (data, infrastructure), three organisational (strategy, people, culture), and two
external dimensions (ethics & regulations, and pressures & motivation). At the sixth, top-most level, Al
is a core integrated part of the organisation’s business model and culture.

Relationship with our work. We share the vision on the critical aspects of Al use and development.
We focus on the people, culture, and human-AI collaboration aspects.

2.2. Human-Al Interaction and Collaboration: Mental models, Teaming,
Co-evolution

Another thread of topics focus on the interaction between humans and Al Research could be distin-
guished mainly in terms of the scope of analysis: co-evolution is more long-term and broad in scope,
whereas human-Al teaming tends to focus more on short-term decision-making or specific aspects
(e.g., mental models, trust). Specifically, mirroring mental models and scaffolding user understanding
and reasoning are two key goals and means for human-AI collaboration. In mirroring, the Al reflects
back cognitive and affective states to users. In (metacognitive) scaffolding, the Al supports users in
self-regulation and -reasoning during interaction with Al.

Human-Al teams. Enssley [21] discusses aspects affecting human-Al team performance, including
decision making, coordination, interaction methods, team training, trust, transparency, explainability,
and the role of bias. The topic is vast and there are not broad surveys yet, beside a scoping review on
human-centred human-Al by Berretta et al. [4] and a conceptual outlook from Lou et al. [3]. Contri-
butions on this topic are indeed quite diverse. For instance, Lancaster et al. [6] investigate human-AI
team training, identifying that users tend to value cross-training (understanding more about other roles)
and adaptive roles of Al. To help humans understand Al systems, Cabrera et al. [5] propose to use Al
behaviour (pattern) descriptions for sub-groups of problem instances.

Mental models, mirroring, and meta-cognitive scaffolding. Andrews et al. [11] review the role
of shared mental models in human-Al teams, based on the intuition that when teammates’ mental models
align, then the team will perform better due to improved prediction accuracy backed by reciprocal
understanding. Bansal et al. [7] focus on Al-advised human decision making in high-stakes domains.
They show that humans with accurate mental models of Al systems (e.g., their error boundary) improve
team performance and, more interestingly, that updating Al to increase accuracy, at the expense
of compatibility (coherence with mental model based on previous experience), may degrade team
performance. Te’eni et al.[10] proposed the notion of reciprocal human-machine learning (RHML)
in which both humans and machines iteratively update internal representations through cycles of
feedback. Their Fusion system exemplifies this principle by supporting experts’ message classification
tasks through cognitive mirroring and mutual adaptation.

In a broader critique, Lewis[22] argues that most current Al systems lack true reflective capacity, a core
cognitive faculty in humans, thus failing to manage ambiguity, context, and emergent meaning. They
propose a reflective Al architecture grounded in complex systems and cognitive science to address these
shortcomings. Tankelevitch et al.[12] and Lim [13] extend these ideas into practical design strategies
for scaffolding user metacognition when interacting with GenAl. These include explainability features,
adaptive prompting, and bias-aware nudges, as seen in the DeBiasMe platform. Levin [23] introduces
the concept of Meta-Al skills, a new class of metacognitive competencies essential for co-reasoning with
GenALl These skills include reflective prompt engineering, multimodal synthesis, and tacit knowledge
articulation, which together enable learners to engage Al not just as a tool, but as a cognitive partner.
An interesting concept relevant in this context is that of thinking assistants [14], namely Al agents that
help users think by fostering self-reflection in the user.
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Figure 1: System model.

Human-Al coevolution. Defined by Pedreschi et al. [8] as “a process in which humans and Al
algorithms continuously influence each other”, it affects human-AI ecosystems and the broader society.
It is based on a feedback loop where, iteratively, the human user feeds data into Al recommenders or
assistants which re-train/tune and then provide a suggestion influencing the user for the next iteration.
Among the open challenges, the authors mention the “investigation of bidirectional causality” and
the “modelling of the feedback loop”, which align with the focus of this paper. Some studied focus on
particular directions of the team relationships: e.g., Schut et al. [9] investigate human learning from Al,
even as a means for advancing human knowledge.

Relationship with our work. This paper focusses on human-Al teaming, especially on collaboration
aimed at identifying issues with mental models and knowledge gaps through bidirectional assessment.
Though extensive research has been carried out on mental models [4, 11, 7], to the best of our knowledge,
limited contributions exist on bidirectional knowledge gap assessment, which is related but not the
same as reciprocal learning as in [10]. Bidirectional knowledge gap assessment is a diagnostic method
for identifying missing information, whereas reciprocal learning is a collaborative teaching strategy
that fosters mutual knowledge transfer. We explore how metacognitive scaffolding is appropriated
and transformed by users over time, and how mirroring strategies can serve not only as feedback
mechanisms but as foundations for shared cognitive ground.

3. A Model for End-to-End Integrated Bidirectional Assessment and
Scaffolding for Human-Al Teams

This section introduces a model (Section 3.1) and process framework (Section 3.2) for bidirectional
assessment and scaffolding in human-AI systems.

3.1. Model

With no loss of generality, we consider a system involving a team consisting of a single human user
and a single Al agent. The ground-truth system state S = (U, Ag, G, Ctz, P) (see Figure 1) is given by:

« user state U = (Ky, By, Cy), including its knowledge K7/, behaviour By, and configuration
Cy (which can be interpreted as a set of explicit predictors or factors affecting the behaviour);

« Al agent state Ag = (K ag, Bag, Cag), including its knowledge K 44, behaviour B 44, and config-
uration C'ag;

+ goals G, modelling what the system is trying to achieve;

« context Ctz, modelling all relevant information that can be exploited to achieve the goals;

« process P = (L, O, W), modelling the entire process history in terms of a log object L, as well as
the produced output O (cf. project deliverables), and the plan (or workflow) W of future activities.
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Figure 2: Human-Al interaction process and co-reasoning loop.

Such state S is of course dynamic, meaning that all its components can evolve in time: from S° to S”
(current time).

The system includes two actors: the user agent U and the AI agent A. Crucially, each actor has its
own view of the system and its components, U/ (S) = Ky and A(S) = K 44, which may not be aligned
with the ground truth and with each other’s view. Notice that, while certain elements such as the
project outputs can be directly inspected by the actors, other elements are directly inaccessible and can
only be estimated in terms of one’s knowledge and context information.

3.2. Process framework

The proposed framework, summarised in Figure 2, envisions an end-to-end, bidirectional process in
which humans and Al systems co-develop understanding, strategies, and alignment. This process is
grounded in a dynamic, developmental view of human-AI interaction and is operationalised through a
set of interacting architectural components that adapt over time to user behaviour and task complexity.

Grounding and Calibration. At the outset, the system initiates a grounding and calibration phase.
The Expectation Calibration Layer aligns the user’s mental model with the actual capabilities, limitations,



and intended epistemic role of the Al system. This step ensures a realistic understanding of how the AI
will support cognitive work. The Task Ontology Layer decomposes the user’s activity into hierarchical
structures comprising phases (e.g., planning, execution), subtasks, and the cognitive goals driving
them. The User Task Maturity Model estimates the user’s proficiency and fluency across subtasks,
while the User-Al Maturity Model assesses the user’s awareness, adaptability, and strategic competence
in collaborating with Al. These models inform both the human-side scaffolding strategy and the
initialisation of the Al Maturity Model, which characterizes the Al’s current ability to adaptively assist
across task contexts.

Tracking Cognition. As the interaction unfolds, the user engages through the Human Cognitive
Interface to express decisions, strategies, hesitations, and reasoning outputs. These expressions materi-
alize as Human Actions (observable physical or cognitive activities) and are captured as structured data
in the Log Object. Simultaneously, the user’s inner reasoning processes are modelled via the Thought
Trace, which captures the fine-grained structure of cognitive operations, including inferred intentions,
logical steps, and reflective loops.

This cognitive and behavioural data is monitored and interpreted by the Cognitive Mirror. It is
the Al function that acts as a reflective twin of the user’s reasoning. It monitors, maps, and surfaces
latent cognitive patterns, mirroring back the inferred logic and prompting metacognitive reflection.
These insights are shared with three other core entities. When deviations, misconceptions, or epistemic
breakdowns are detected, the Feedback/Nudging Layer is activated. This layer does not merely provide
corrective responses; it generates metacognitive scaffolds in the form of warnings, reframing questions,
strategic hints, or reflective prompts. The Simulation Engine of User Reasoning, that generates hy-
pothetical reasoning trajectories based on the current task state and historical behaviour. It detects
discrepancies, biases, or blind spots and supports adaptive diagnostics. This engine functions as both
a diagnostic tool and an anticipatory agent, supporting proactive, personalised scaffolding. The User
Testing module, that is responsible for actively probing the user’s capabilities and understanding via
targeted assessments and strategic interruptions. These interventions help dynamically update the user
models and inform future support. The intensity and type of feedback are calibrated based on the joint
analysis from User Task Maturity Model and User-Al Maturity Model, ensuring that support is neither
redundant nor cognitively intrusive.

Feedback Loop. As interaction progresses, both the human and the Al system evolve. The Co-
Reasoning Loop embodies the long-term synergy between the two agents, allowing for the mutual
development of cognitive models, strategy refinement, and trust calibration. The human’s models (User
Task Maturity Model and User-Al Maturity Model) are dynamically updated based on performance
and adaptation, while the AI Maturity Model evolves to fine-tune its scaffolding behaviours and
metacognitive prompts, reinforcing the shift from static assistance to collaborative intelligence.

This bidirectional process not only supports problem-solving but enables a deeper form of metacog-
nitive scaffolding, wherein the human gradually becomes more reflective, strategic, and autonomous,
while the Al becomes more context-aware, sensitive to individual variation, and educationally aligned.

4. Discussion and Research Perspectives

“Humans-under-test” and the software testing analogy. Software testing is the overall process of
preparing and executing various kinds of tests to verify (w.r.t. requirements) and validate (w.r.t. intended
usage) a software system, to promote quality and reduce risks [24]. A test case gives the procedure,
conditions, expected results for the assessment of a subject-under-test (SUT) by a tester.

The idea can be extended to human-machine systems and specifically to humans'. In the latter case,

"This is just an analogy meant to convey the similarity of certain goals and procedures between the different domains, in
order to provide a starting point for further reflections, and should not be interpreted as a form of “dehumanisation” which
would be ethically deplorable. Other ethical issues exist: for instance, terms like “defects” and “test failure” are problematic,



Software Testing Concept

Human Testing Analogue

Basic concepts

Test

Human test: a test executed by the Al aimed at verifying or validating
some aspect of a human’s knowledge and behaviour

System/Subject-under-Test (SUT) *

Human-under-Test (HUT)

Failure *

The HUT response “significantly” differs from expectation (more gen-
erally, it seems that pass/failure is a limited dichotomy for human test
outcomes)

Fault/defect/bug *

The cause for failure (e.g., lack of knowledge, lack of consistency w.r.t.
plan, or a mistake)

Coverage

The amount of “relevant” HUT behaviour and knowledge that has been
assessed by a collection of tests

Types of tests

Unit test

Assessment of a minimal unit of the HUT’s knowledge/behaviour

Integration test

Assessment of how the HUT interacts with other technical tools or the
Al

Regression test

A test aimed at monitoring that the human maintains the learned
competences over time

Black-box test

The Al only observes input-output behaviour

White-box test

The Al aims to assess the human’s mental model (e.g., beliefs and
intentions)

Other concepts and methods

Test scheduling

The process of planning when human tests are executed

Test-driven development

Gap-directed human-Al co-evolution

Table 1
Software testing analogy for “user assessment” by Al. The asterisk (*) marks terms with strong ethical concerns.

we may talk of “human-under-test (HUT)” as the human subject that is “tested” by an Al agent. The
goal is to help the human improve its understanding and behaviour (quality), and to reduce risks in
human-AlI collaboration. In this context, validation could refer to the assessment of compliance w.r.t.
the Al agent’s mental model, whereas verification could refer to the assessment of the human user’s
mental model and behaviour w.r.t. shared requirements and factual knowledge. The Al agent should
plan what tests to be executed, when, and how, to cover the most significant risks (also checking for
regressions) according to available resources and the shared testing strategy. See Table 1 for a summary

of elements of the analogy.
This interpretation raises interesting questions that should be addressed by further research:

What kinds of “tests” are most suitable for testing different aspects of the HUT? (cf. white- vs.
black-box testing, unit vs. integration tests)

How to identify and generate the relevant tests depending on the context?

How to define the expectations for the responses of the HUT? How to quantify the compliance
or deviance? How to integrate confidence levels and testing outcomes? (cf. construction of test
oracles)

How to estimate the coverage of relevant knowledge and behaviour?

How to deal with the non-determinism that characterises (most of) human activity?

How could tests be planned to avoid bothering the human user?

How to design a privacy- and ethics-aware human testing” procedure?

Who evaluates the evaluators? [25] How to measure if the human testing activity carried out by
the Al is useful or effective?

and methods for locating failures might be considered “aggressive” or “manipulative”. It should be remarked that the goal is
to identify risks and promote quality (cf. improvement and learning).

*Notice that, in literature, “human testing” refers to “testing carried out by humans” and not our acceptation (where the
human is the subject of tests).



From “human-in-the-(Al-)loop” to (the complementary) “Al-in-the-human-loop”. As Al be-
comes increasingly embedded in decision-making, learning, and creative workflows, its role is under-
going a fundamental transformation. Traditionally, Al systems have operated as autonomous agents
embedded within human-centred workflows, a paradigm commonly referred to as human-in-the-
loop (HITL) [26]. In this configuration, Al outputs are subject to human validation or override, and
humans remain the locus of reasoning, with Al serving as a subordinate tool. This unidirectional model
of interaction emphasises human oversight and correction of Al-generated content, largely focusing on
output quality rather than on mutual understanding or reflective improvement.

In contrast, emerging paradigms, particularly those involving GenAl and LLMs, redefine the nature of
human-AlI collaboration. In the framework (Section 3), we introduce a notion of Al-in-the-human-loop,
where Als is positioned not as a subordinate, but as a reflective partner in cognition. Rather than
being evaluated solely by the human, the Al continuously evaluates, adapts to, and scaffolds the user’s
reasoning. It does so by embedding itself within the human’s cognitive loop: observing, simulating,
and mirroring human mental processes to foster metacognitive awareness, strategic refinement, and
epistemic development. The result is a shift from task completion to co-reasoning, where the Al acts as
a cognitive twin that supports reflective learning and knowledge articulation through adaptive feedback
and dialogic interaction. Key differences are highlighted in Table 2.

This shift motivates a broader rethinking of how Al systems can be designed to not only support
decision-making, but also promote human growth, self-regulation, and sense-making. Traditional
approaches to Al design prioritize performance metrics such as accuracy and efficiency; however, such
metrics are insufficient when Al is integrated into tasks that involve ambiguity, judgment, or iterative
understanding. Instead, we argue that Al systems—particularly those built on LLMs—should be capable
of mirroring users’ reasoning, surfacing cognitive biases, and scaffolding metacognitive processes.
Doing so requires both theoretical reconfiguration and practical innovation. We draw from cognitive
science, educational theory, and reflective interaction design to propose new foundations for human-AI
collaboration. Our goal is to lay the groundwork for Al systems that can not only perform tasks with
users, but also help users better understand themselves through interaction with Al

Table 2
Comparison between Human-in-the-Loop and Al-in-the-Human-Loop approaches
Human-in-the-Loop Al-in-the-Human-Loop
Human checks and corrects | Al for co-interpretation and reflection
Al executes a task Al for cognitive influence
Human as fallback Human as epistemic driver
Al judged by human Al judges and mirrors the human

Final remarks. Our conclusion is that an end-to-end integrated framework for proactive bidirectional
assessment and scaffolding is needed to continuously identify risks, monitor processes, and foster mutual
learning and reasoning (co-evolution). Further research is needed to realise this vision. The “human-
under-test” analogy and the “Al-in-the-human-loop” concept might represent guiding metaphors for
suggesting specific research questions and directions.

Declaration on Generative Al

During the preparation of this work, the authors used ChatGPT (GPT-4) in order to: grammar and spell
check, paraphrase and reword. After using this tool, the authors reviewed and edited the content as
needed and take full responsibility for the publication’s content.
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