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Abstract

The adoption of Al is reshaping job roles, improving efficiency and introducing new opportunities. However,
critical aspects are also emerging, such as increasing the stress levels, the implications for occupational safety
and changing the cognitive load of employees. To ensure safe and ethical integration, regulatory frameworks
such as the AI Trustworthy Guidelines and the Al Act safeguard employee rights, improve transparency and
mitigate risks. These standards also support individuals in assessing their willingness and attitude towards these
technologies.

Starting from these aspects, we investigate whether the adoption of Al in the workplace can be evaluated through
a principle-based, multi-factor user evaluation framework in compliance with legal and ethical principles. To
ensure a comprehensive assessment of the impact of Al on employees, we propose a composite solution based on
both European regulations and standard scales used to capture employees’ subjective perceptions across different
dimensions.
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1. Introduction

The adoption of human-centered technologically advanced systems in industry is increasingly trans-
forming the role of employees, who interact with complex tools, including those based on Artificial
Intelligence (AI). While these innovations aim to support the worker and improve the efficiency of
processes, they can also lead to an increase in cognitive workload, mental fatigue and perceived stress,
possibly affecting well-being and performance.

These aspects are particularly marked in the use of Al-based technologies, for which, in addition,
other human factors also play a role. Among them, the main factors refer, for instance, to the perceived
usefulness through the use of Al to the awareness of new capabilities gained from its learning, but, at
the same time, also to a user’s lack of trust in Al the fear of becoming dependent on the technology, or
of being replaced in his or her role. Moreover, the integration of Al in a workplace suggests, in this
direction, a careful analysis concerning legal regulations and social implications to evaluate, and then
guarantee, a safe, transparent and ethical use.

At the EU level, the Al Trustworthy Guidelines [1], published by the European Commission (EC),
outlined the fundamental ethical principles for the development and use of Al in a trustworthy manner.
Subsequently, as reported in [2], the Al Act [3] translated these principles into specific guidance, creating
a binding regulatory framework to ensure that Al is developed and used following EU fundamental
rights. The Al Act and the AI Trustworthy Guidelines provide a set of rules and directives to promote
trustworthy Al, mitigating the risks of human rights violations, biased or discriminatory decisions,
and potential negative impacts on employees. Such standards support the effective and sustainable
adoption of Al in the job context. Focusing on them allows to safeguard the security and fundamental
rights of individuals, increases the transparency and reliability of Al and reduces the risks associated
with it while promoting its adoption by an employee. Through them, the employee can assess his/her
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willingness and the way he/she approach an Al-based solution. These aspects involve the analysis of
multiple factors, which not only refer to the results obtained from the application of the solution to the
work environment, but are strictly subjective, linked to an evaluation based on personal aspects.

Starting from this point of view, we are therefore interested to investigate the following research
question: in the case of adoption of Al-based solutions in the workplace, can we run a sound, principled
and multi-factor user evaluation assessment, taking also into account the relevant regulations and ethical
principles? In this article we present our work to answer such questions: we started from a survey of
the state of the art in quantitative scales and models for user assessment and, following the guidelines
established by the EC through the Al Act and the Guidelines for Trustworthy Al, we propose a composite
questionnaire that allows to assess users’ perceptions related to the adoption of Al along different
relevant investigation dimensions.

The paper is structured as follows: after introducing the state of the art about user assessment in
Section 2, we present our approach in Section 3; then we discuss the qualitative findings of our early
evaluation in Section 4, and we conclude the paper in Section 5 with some future work.

2. User Assessment: an analysis of the State of the Art

We first carried out a reasoned, focused and timely review of the state of the art of the subjective aspects
involved in user evaluation of digital systems, while keeping as a reference the indications given by the
AT Act for the evaluation of Al-based systems. While we did not run a systematic literature review, our
analysis focused on the assessment methods that are either widely used for their proven reliability and
validity, and those that emerged in the last years with specific reference to Al technologies.

The analysis shows an interesting set of scales, constructs and standard models that assess aspects
such as cognitive load, psychological stress, mental fatigue and usability of such technologies, as well
as their acceptance by the employee, the confidence and the intention to use them. The analysis also
considered ethical aspects that may influence the acceptance and interaction with such systems in work
contexts. In the following, we summarise the scales and standards resulting from the analysis, grouped
according to the aspects that we consider relevant to this work.

Cognitive overload, fatigue and stress The state of the art highlighted several aspects related to
cognitive overload, mental fatigue and perceived stress in the work context, focusing on those where
advanced technologies require high cognitive effort and mental fatigue. This is usually associated with
reduced concentration and performance ability after long-term cognitively intensive activity. Perceived
stress is related to environmental, organisational and technological factors, with a focus on the role of
advanced digital interfaces and automated systems [4, 5, 6, 7].

The most relevant scales arising from the literature are: the Copenhagen Psychosocial Questionnaire
IT (COPSOQII) [8], which measures psychological well-being and work-related psychosocial factors, the
Fatigue Assessment Scale (FAS) [9, 10], and the Individual Strength Checklist (CIS) [11], both focusing
on mental fatigue. The General Health Questionnaire-12 (GHQ-12) [12, 13] is a well-known scale for
general psychological health, while the Perceived Stress Scale-10 (PSS-10) [14] is used for subjective
perception of stress, and the NASA Task Load Index (NASA-TLX) [15], is known to assess mental
workload, based on multiple dimensions. For the aim of our work, however, we will not consider
high-level scales that are too general, nor scales that are too focused on one or limited cognitive or
psychological aspects.

Acceptance and Usability The evaluation of user acceptance and usability of technology in the
workplace is essential for understanding how employees interact with new systems and tools. Various
standardised models have been developed to assess these aspects, each serving a specific purpose. The
usability assessment and technology acceptance are widely represented in the literature through stan-
dardised models such as the Technology Acceptance Model (TAM) [16], Unified Theory of Acceptance
and Use of Technology (UTAUT) [17] and System Usability Scale (SUS) [18]. Each of them is defined



by a representative scale of constructs. TAM analyses the factors that influence the adoption of new
technologies, by defining a set of items, respectively, for the constructs: perceived usefulness (PU), ease
of use (PEU), and behavioural intention (BI), key elements that determine user acceptance of a system.
UTAUT defines four core constructs (performance expectancy, effort expectancy, social influence, and
facilitating conditions) used as direct determinants of behavioural intention. Finally, SUS provides a
quick and reliable method to assess the usability of a system through a standardised set of questions,
measuring the degree of intuitiveness and accessibility perceived by the user.

Al human perception Assessing users’ reactions to Al-based systems is essential to understand
their acceptance and impact on the job tasks they have to perform. Several standardised scales have
been developed to measure key factors such as trust, transparency, usability, anxiety, and perceived
career implications. These instruments provide structured methodologies to assess how employees
perceive Al, both as an opportunity and as a critical issue to be addressed.

The literature also proposed several scales to assess the perception of Al in work contexts, focusing
on factors such as self-efficacy in Al learning [19], job stress, perceived Al-induced job insecurity [20],
the level of human-machine interactivity, and perceived career achievement [21]. The literature used
these scales to assess the employee’s confidence in acquiring Al skills and to assess how the technology
is perceived as an opportunity or a threat to his/her professional growth.

Other relevant scales analysed include: the Al Trust and Attitudes Readiness Index (ATTARI-12) [22],
which measures trust and predisposition towards Al; the General Attitudes toward Artificial Intelligence
(GAALI) [23, 24], which focuses on general perceptions of Al in society and at work; the Artificial
Intelligence Anxiety Scale (AIAS) [25], which assesses the level of anxiety and concern related to the
use of Al in the work context.

The Assessment List for Trustworthy AI (ALTAI) [26], presented by European Commission and
defined by the high-level expert group on Al (AT HLEG) is a generic framework related to the previously
mentioned Trustworthy Guidelines on Al; some other European Projects ! leveraged such a framework
as a tool to measure, in real-world contexts, the degree of reliability of Al-based systems according to
both ethical and technical principles, specifically. However, we considered ALTAI as too qualitative
and generic for our purposes, therefore, we preferred to operate a selection on the quantitative scales
provided in the literature.

Another aspect that has been explored in literature is Explainable Artificial Intelligence (XAI), related
to the impact of advanced technological solutions, including Al-based systems, to ensure a trade-off
between technological complexity and effective usability [27, 28]. XAl refers to Artificial Intelligence
techniques and models designed to make Al decision-making processes understandable and interpretable
by users. In particular, the adoption of the trust construct defined by the XAl scale [29] is useful in
assessing the level of employee trust in Al technologies, as greater transparency in Al systems can
foster the acceptance and aware adoption of these solutions in work contexts, as well as improve human
perceptions of them. Indeed, in our previous research, we extended the TAM model with XAI constructs
defining the AI-TAM model [30] for the assessment of Al systems with human-in-the-loop.

Also for the assessment of Al human perception, for the purpose of this paper, scales that assess
general attitudes of a user, or that do not assess specifically more subjective factors, are not considered.

Al biases The literature research also shows aspects related to possible biases that the use of Al
systems may introduce with respect to a user.

Some literature contributions have also analysed the role of gender and age biases in work contexts
where Al-based technologies are adopted, studying their potential impact on employees’ perceptions
of fairness and inclusion. The research did not reveal any standard scales or models specifically
adopted for assessing such biases from the employees’ perspective [31]. However, information such
as gender and age were considered as factors in statistical analyses conducted on the evaluation
questionnaires conducted in the experimental sessions. An example was reported in [22], where the
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impact of participants’ age and gender on their attitudes towards Al was studied. The analysis conducted
in the study showed that the influence of gender was rated as insignificant, while a higher age may be
significantly correlated with more aversive thoughts, feelings and behavioural intentions towards Al

3. The Approach

The discussed state-of-the-art analysis (see Section 2) allow us to answer our research question and
define a comprehensive user evaluation questionnaire which fulfils the following requirements:

« takes into account investigation dimensions suggested by the Al Act directives and the Trustwor-
thy Al Guidelines defined by the European Commission,

« is mainly focused on a subjective evaluation of the user (opposed to a technical evaluation of how
users interact with Al technology),

« is sound, principled and based on multiple relevant factors, to support the user in a careful and
in-depth assessment on his/her own experience in the job context,

+ is composed by a number of factors and item that, on the one hand, allows for the investigation
of the different factors, but, on the other hand, has a limited set of questions to carry out the
assessment in a few minutes.

To meet these requirements, we first selected the aspects of the Al Act and related guidelines to be
taken into account in a person’s subjective assessment of Al-based technology. Section 3.1 provides a
description of the choices and corresponding rationale. Then, we selected, from the various scales and
constructs analysed in the literature, those that allow us to perform a subjective assessment of the user
in an effective and comprehensive way, taking into account the main human aspects resulting from the
analysis, such as cognitive load and mental fatigue, acceptance and usability of the technology and the
different factors that contribute to define a human Al perception. Section 3.2 describes all the selected
scales, by motivating our choices. In doing this, we guided the choice of scales and constructs by also
considering the number of items in their definition and any possible overlap.

Finally, we present a summary with the mapping between the Al Act indications and the Guidelines
for Trustworthy AI on the one side, and the different scales and constructs that we select and propose
as a comprehensive user assessment questionnaire on the other side.

3.1. Al Directives Analysis

The adoption of human-centred technologically advanced systems in industry is increasingly trans-
forming the role of employees, who interact with complex tools, including those based on AL

Nevertheless, the integration of Al in industry requires a careful analysis concerning legal regulations
and social implications to guarantee its safe, transparent and ethical use. At the EU level, the Al
Act [3] and the AI Trustworthy Guidelines [1] provide a framework of rules and directions to promote
trustworthy Al, mitigating the risks of human rights violations, biased or discriminatory decisions,
and potential negative impacts for employees. Such standards support the effective and sustainable
adoption of Al in industry. It is therefore important to focus on them to safeguard the security and
fundamental rights of individuals, promote innovation, increase the transparency and reliability of Al
and reduce the risks associated with its usage.

In particular, concerning the Al Act, we conducted a preliminary analysis, based on the excellent
summary provided by VAIR and AIRO. VAIR (Vocabulary of Al Risks) [32] is an open vocabulary,
describing concepts for the risks defined in the Al Act. It identifies, documents and classifies Al risks,
using the core concepts of the AI Risk Ontology (AIRO) [33], which formalises the main systems and
activities described in the Al Act. Our analysis extracted a selection of the most relevant concepts for
the scope of our project.

For example, we focused our attention on risks related to: evaluating employees’ behaviour, perfor-
mance and learning outcomes; decision-making and task allocation; cognitive computing and personal



impacts such as the impact on well-being, psychological health, non-discrimination rights and measures
of supervision and involvement of people.

Complementing the AI Act, the European Union has established the already mentioned Trustworthy
Al Guidelines [1], which outline key requirements for trustworthy AI systems. These guidelines
emphasise principles such as human agency and oversight, technical robustness and safety, privacy and
data governance, transparency, diversity, non-discrimination and fairness, societal and environmental
well-being, and accountability. By adhering to these principles, organisations can foster trust and
acceptance of Al technologies among users and stakeholders.

Our analysis of the Trustworthy AI Guidelines highlighted the following requirements, among the
seven described in the document, as the most relevant to our objective: human agency and oversights”,
by posing attention to aspects like fundamental rights, human agency and oversight; "transparency”,
by considering explainability and communication, "diversity, non-discrimination and fairness", by
considering accessibility and universal design and stakeholder participation, and finally "societal and
environmental well-being", by mainly considering the social impact.

3.2. Scale and Construct Selection

While complex tools aim to support the employee and improve the efficiency of processes, they can
also lead to an augmented cognitive workload, mental fatigue and perceived stress, possibly affecting
well-being and performance. Therefore, for all these aspects, after a first analysis of the main models
and standards from the state of the art (see Section 2), we select the scales and constructs that best meet
the AI Act and Trustworthy guidelines illustrated before (see Section 3.1) and we motivate our choice.

Concerning the assessment of cognitive load, fatigue and stress, we chose NASA-TLX [15] since it
allows us to meet some of the requirements from the Al-Act, such as the impact on well-being, with
particular attention to the physical and psychological impacts. The NASA-TLX provides a detailed
assessment of cognitive load, by considering several aspects, such as mental, physical and temporal
demand, effort, frustration and performance. Moreover, its task-oriented nature makes this scale
particularly suitable for analysing tasks performed in highly interactive work environments with
advanced technologies.

For what concerns acceptance and usability, we chose to consider both TAM [16] and SUS [18] scales
for the definition of the evaluation questionnaire. Through the respective constructs, indeed, we intend
to assess aspects such as employees’ learning of new solutions for performing tasks, and the tool
evaluation w.r.t. human perceptions like ease of use, usefulness, clarity and behavioural intention to
adopt such solutions.

Finally, regarding the Al human perception, the choice of scales and constructs was guided by the
requirements and key aspects that were found to be the most relevant for assessing the reliability of
Al In detail, the job replacement construct of the AIAS scale [25] assesses aspects related to human
oversight and social well-being; this construct allows us to evaluate the impact on the employee,
together with distortions in human behaviour, related to anxiety generated from the AI adoption. The
self-efficacy in Al learning scale [19], on the other hand, allows us to assess aspects mainly concerning
the explainability and the employee’s ability to self-learn and develop skills, while the perception of
career achievement scale [21] can be used to consider aspects related to human fundamental rights and
overall supervision, and the social impact perceived by the employee him/herself. Finally, we selected
the Trust in AI construct from the XAI scale [29], which allows us to meet the requirements relating to
the human perception of safety and trust on one hand, and the stability and reliability of the solution
on the other.

3.3. Proposed Questionnaire and Mapping

Based on the considerations offered in the previous section, in Table 1, we present the final list of the
selected scales and constructs, mapped towards the relevant concepts from the Al-related regulations
and guidelines. In particular, in Column 2 of Table 1 we report the relevant factors which, among several



reported in the literature, are selected because they support subjective assessments of a user. These
factors are represented in the questionnaire through the selection of scales specified in Section 3.2, that
we also report in Column 1. Then, in the following columns of Table 1, we report, for such scales and
factors, the corresponding dimensions suggested by the Trustworthy AI Guidelines (Column 3) and the
AT Act directives (Column 4) defined by the European Commission and described in Section 3.1. The
user evaluation questionnaire we propose for Al assessment in the workplace is therefore constituted
by the items defined by each selected construct and scale.

Finally, we report the details of the overall evaluation questionnaire, by indicating the items that define
the constructs of each considered scale and the corresponding rating ranges. More specifically, in
Table 2 we report the items for assessing aspects such as cognitive load, psychological stress, mental
fatigue and usability of such technologies, as well as their acceptance by the employee, confidence and
intention to use them. In Table 3 we report the items for assessing specific aspects concerning human
perceptions of Al adoption. Each item corresponds to a single question in the evaluation questionnaire.

Scale Construct Trustworthy Al Reference [1] | Al-Act Reference [3]
NASA-TLX cognitive human agency and oversight, so- | Well-being and psychological
[15] overload, cietal well-being (social impact) | health, cognitive effort, fatigue,
mental  fa- social impact
tigue
TAM [16] ease of use, | human agency and oversight, | behaviour, performance and out-
perceived use- | fundamental  rights, non- | comes evaluation, task allocation
fulness discrimination and fairness perception, involvement, non-
discrimination
SUS [18] system usabil- | transparency (explainability and | behaviour, decision making, per-
ity communication) formance and outcomes evalua-
tion, involvement, task-allocation
perception, learning outcomes
XAl [29] trust on Al human agency and oversight, | well-being (social impact), be-
robustness and safety (reliabil- | haviour, decision making, mea-
ity), societal well-being (social im- | sures of supervision and involve-
pact) ment
AIAS [25] job replace- | human agency and oversight so- | psychological health, behaviour,
ment cietal well-being(social impact) task allocation perception
self-efficacy self-efficacy Human agency and oversight, | learning outcomes and perfor-
in Al learning transparency (explainability) mance evaluation, involvement,
[19] behaviour
Al perception | job per- | Human agency and oversight | fundamental rights, non-
on career | formance (fundamental rights), societal | discrimination, task-allocation
achievement | evaluation well-being (social impact) perception, performance evalua-
[21] tion

Table 1

Mapping between selected constructs and Al dimensions

4. Preliminary Application and Discussion

We performed a preliminary application of the questionnaire within the PERKS project®. Co-funded by
the Horizon Europe Programme, PERKS adopts Al to provide digital support to industrial practitioners
in creating, using and governing procedural knowledge, i.e. the ’know-how’ in industrial processes [34].
By prioritizing human-centered, trustworthy Al and following a human-in-the-loop paradigm, PERKS
puts industry workers at the center, in line with the Industry 5.0 vision, to satisfy their concrete
needs, to provide Al-powered digital tools to perform their tasks better and more easily, following a
human-in-the-loop paradigm to enhance the technologies and the solutions.

2Cf. https://perks-project.eu/
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Scale Construct | Item Answer
Type
NASA-TLX N-TLX1 How mentally demanding was the activity? (1-7)
N-TLX2 How hard did you have to work to accomplish your level of
performance?
N-TLX3 How successful were you in accomplishing what you were
asked to do?
N-TLX4 How physically demanding was the task?
N-TLX5 How hurried or rushed was the pace of the task?
N-TLX6 How insecure, discouraged, stressed and annoyed were you?
TAM PU-1 Using this tool in my job would enable me to accomplish | (1-7)
tasks more quickly
PU-2 Using this tool would improve my job performance
PU-3 Using this tool in my job would increase my productivity
PU-4 Using this tool would enhance my effectiveness on the job
PU-5 Using this tool would make it easier to do my job
PU-6 I would find this tool useful in my job
PEU-1 Learning to operate this tool would be easy for me
PEU-2 I would find it easy to get this tool to do what | want it to do
PEU-3 My interaction with this tool would be clear and understand-
able
PEU-4 I would find this tool would be clear and understandable
PEU-5 It would be easy for me to become skilful at using this tool
PEU-6 I would find this tool easy to use
Bl I think I would use this tool regularly at work
Sus SUS-1 I think that | would like to use this system frequently (1-5)
SuUS-2 | found the system unnecessarily complex
SUS-3 I thought the system was easy to use
SuUS-4 I think that | would need the support of a technical person
to be able to use this system
SUS-5 | found the various functions in this system were well inte-
grated
SUS-6 I thought there was too much inconsistency in this system
SuUS-7 | would imagine that most people would learn to use this
system very quickly
SUS-8 | found the system very cumbersome to use
SUS-9 | felt very confident using the system
SUS-10 I needed to learn a lot of things before | could get going with
this system
Career Achiev-1 | can still solve work-related problems effectively with my | (1-7)
achievement existing knowledge and skills
Achiev-2 | feel that my work is still important to the business and
customers
Achiev-3 In my opinion, | can still use the knowledge and skills | am
good at
Achiev-4 I can still fully demonstrate the value of my work
Achiev-5 I can still easily understand and deal with problems at work
Achiev-6 | feel that my work can still have an important impact on
the business and customers

Table 2
Evaluation Questionnaire: part 1

The Al-powered solution implemented in PERKS supports the user in (1) collecting procedural
knowledge, also thanks to automatic extraction from documents, (2) managing procedural knowledge
with ontologies and knowledge graphs, and (3) supporting the access and reuse of such knowledge at
procedure execution time, also through a conversational Al chatbot.



Scale Construct | Item Answer
Type
XAl Trust on Al | 1 would be confident in the tool. | feel that it works well (1-7)
Trust on Al | Ifeel that, by relying on the tool, | will get the right answers
Trust on Al | | tend not to trust the tool
Trust on Al | It seems that the tool can perform the task better than a
novice human user
Trust on Al | The tool is very reliable. I could count on it to be correct all
the time
AIAS Job Rep-1 | am afraid that Al techniques/products will replace some- | (1-7)
one’s job
Job Rep-2 | am afraid that if | begin to use Al techniques/products
| will become dependent upon them and lose some of my
reasoning skills
Job Rep-3 | am afraid that an Al technique/product may make us de-
pendent
Job Rep-4 | am afraid that an Al technique/product may make us even
lazier
Job Rep-5 | am afraid that an Al technique/product may replace hu-
mans
Self-efficacy Self-Eff-1 | am confident in my ability to learn artificial intelligence | (1-7)
in Al learning technology appropriately in my work
Self-Eff-2 I’m able to learn artificial intelligence technology to perform
my job well, even when the situation is challenging
Self-Eff-3 | can develop my competencies needed for my job through
Al technology learning
Self-Eff-4 I will be able to learn important information and skills from
my Al training

Table 3
Evaluation Questionnaire: part 2

The Al solution provided by PERKS was deployed in three different industrial contexts for a piloting
phase. The procedural knowledge use cases are diverse and complementary: LOTO safety procedures for
shutting down a production line for maintenance intervention (in the home appliances company Beko
Europe in Italy), commissioning processes CNC systems (in the machine automation manufacturing
company Fagor in Spain), and microgrid optimization operations (in the microgrid tesbed of Siemens in
Austria).

The piloting phase involved a limited number of testers from the three companies, with 13 employees
of different ages, gender, and company roles. The employees followed an experimentation protocol
that was shared as a guide, and used the Al application implemented in PERKS to perform tasks that
are usually carried out without such support. At the end of the pilot session, each participant finally
evaluated his/her experience by filling in the user evaluation questionnaire that we propose in this
paper.

To give a measure to each construct of the questionnaire, we used the following approach. We calcu-
lated the Cognitive Load by applying the unweighted aggregated score of the NASA-TLX dimensions,
the System Usability by applying the standard formula for System Usability score, while we calculated
the remaining constructs by applying the average of the individual score given by a user for each of the
construct-related items.

We do not have the ambition to claim that what we present here is a statistical validation of the ques-
tionnaire, as this will be subject of our future work. What we present are the results of a group of
interesting preliminary applications conducted in different industrial areas. In fact, the collected results,
even if not statistically significant given the small sample, still allowed us to make some considerations,
about the participants’ subjective evaluation of Al adoption in their workplace. Overall, the results
obtained from this early evaluation enabled us to identify strengths, criticalities and, consequently,



specific areas of improvement for the assessed Al solution.

On the one hand, the questionnaire enabled the identification of improvements that can be imple-
mented over the tested application, to meet some criticalities highlighted by the evaluation questionnaire.
Indeed, even if all the participants are, in general, quite willing to move towards a regular adoption of
this technology at work, with an average 67% behavioural intention score, some employees are less
willing than others. Additionally, all pilots emphasised that the perceived cognitive workload and mental
fatigue are still medium-high, with a global 39% score (the lower the score, the lower the perceived load).
Concerning the application itself, the results also indicated the need to improve confidence w.r.t. the
perceived system usability, with an average score of 60%. We obtained similar results for the perceived
ease of use (67%) and for the perceived usefulness (66%).

On the other hand, the questionnaire also revealed more specific aspects about the adoption of Al and
its perception by the test participants. In particular, regarding the self-efficacy in Al perception learning,
participants gave value to the knowledge they have gained, feel confident in their ability to learn Al
technology properly in terms of their job, and understand the potential value of Al in improving their
knowledge and performance. The average score of 77% confirms such insight. The participants are, in
general, confident, w.r.t. the career achievement, with an average score of 83%, in their ability to carry
out their work, and in their ability to effectively address and solve problems, thus significantly and
positively contribute to their work. At the same time, however, for all the three pilots, the participants
were concerned about the effect use of Al on their job: they fear that, by using such technologies, they
may become dependent on them, lose some of their reasoning skills, or even be replaced by such a
technology. This is proven by a high job-replacement score of 59% (the higher the score, the higher the
fear of replacement). A further aspect that requires attention concerns the participants’ trust in Al and
its performance, which is still low to medium with an average score of 55%. These results mean that the
adoption of Al in the examined industrial environments is still far from full acceptance.

With respect to our initial research question, the results obtained from the application of the ques-
tionnaire allow us state that, in the case of the adoption of Al-based solutions in the workplace, it is
possible to run a sound, principled and multi-factor user evaluation, by taking also into account the
relevant regulations and ethical principles. Furthermore, our testers took on average 7 minutes to fill in
the questionnaire, satisfying our goal to conduct a multi-dimensional assessment in a reasonable time.

5. Conclusions

In this paper, we proposed a composite questionnaire to evaluate users’ adoption of Al in workplaces,
according to significant survey dimensions, and following the relevant Al Act regulations and European
Trustworthy Guidelines. We performed an initial application of the questionnaire within a specific
project implementing an Al-based solution evaluated within three case studies in different industrial
contexts. The results obtained from an early assessment allow us to assess the questionnaire as a
potentially valid tool for a multi-dimensional user evaluation.

Starting from this initial experience, we can outline some further steps to improve the proposed
questionnaire. As a first step, we would like to apply the questionnaire on a large scale pilot to validate
it from a statistical point of view. This would allow us to test its reliability and consistency, increasing
its applicability in different real-world contexts. Large-scale tests would also enable us to analyse the
relationships, and potential influencing links, among the constructs that define the questionnaire (e.g.
through exploratory and confirmatory factor analysis).

Our early results confirmed us that the systematic and continuous integration of artificial intelligence
in the workplace needs particular attention. For this reason, we would like to investigate new dimensions
that might reveal additional aspects of user evaluation concerning the systematic use of AI. We consider
this as a growing research area that should be better explored to understand and evaluate the impact of
such emerging innovative technologies on individuals.

Therefore, we would like to explore further aspects not yet covered by the questionnaire that could
have a significant impact on user evaluation. This would allow us to extend our analysis to a wider



perspective, leading to even more detailed and complete user evaluations. This work in turn would
then help to improve the design and development of Al-based solutions to properly meet the emerging
workplace needs.
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