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Abstract
Trusting a robot involves perceiving its actions as driven by a benevolent purpose, making intentionality
attribution a psychological mechanism worthy of attention in Human-Robot Interaction (HRI).

By integrating findings from studies on intentionality bias in HRI, we highlight a gap in the literature and
discuss implications for user expectations and trust. In particular, we know that people often explain robot
mistakes as deliberate choices, but we do not yet know whether this judgment hinges on how human-like the
robot appears.

We argue that a humanoid appearance will amplify attributions of agency and purpose, whereas a mechanical
guise will steer observers toward design-based or accidental explanations. Demonstrating this effect would
pinpoint when embodiment alone reshapes error interpretation, revealing when and how a robot’s appearance
alters the perceived intentionality behind its actions.
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1. Introduction

People are driven by a spontaneous tendency to make sense of the world around them. For this reason,
when we observe someone act, we almost automatically ask ourselves, “Why did they do that?”. To
explain someone’s behavior, we assume the person had motives, goals, feelings, and other mental states,
and those assumptions help us turn a stream of actions into a coherent story.

The human mind shows a strong intentionalistic bias, preferring explanations of others’ behavior as
intention-driven even when information is ambiguous. Indeed, when context does not offer immediate
mechanical explanations, intention attribution reduces uncertainty and facilitates prediction of future
events [1]. Once an act is framed as intentional, the door opens to evaluating the actor’s motives, an
appraisal that, in turn, underpins moral judgement and social expectations. In this way, intentionality
attribution becomes the precondition for deciding whether another agent can be trusted [2].

According to the trust literature, trust matters precisely because the trustee possesses the capacity to
choose actions that could either benefit or harm the trustor [3]. In fact, trust is defined as the willingness
of the trustor to expose themselves to vulnerability in relation to the trustee [4]. For this reason, the
trustee must be regarded as capable of deliberate, goal-directed behavior [5, 6]. In other words, a party
can only be trusted if they are viewed as having agency; without that perception, the very concept of
trust collapses [7, 3].

Investigating whether humans extend their intentionality bias to robots is therefore worthy of
attention. Viewing robots as intentional agents can make users attribute benevolence to the robot’s
motives and can help trust repair [8, 9]. Understanding when and why intentionality attributions arise
will clarify one of the hinges on which human-robot trust turns.

Here, we argue that a moment that may be particularly revealing of these psychological mechanisms
is the moment when a robot fails. An error forces observers to decide whether the slip stems from blind
mechanics or from the choices of an intentional agent, and such a claim is supported by experimental
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evidence [10, 11]. We also argue that the robot’s human-likeness could amplify the inference that an
inner decision-making system lies behind a robot’s error.

We believe that the degree of anthropomorphism may influence the extent to which a robot’s errors
are perceived as intentional or mere malfunctions. A humanoid form, with its familiar human-like
features and expressive capabilities, may serve as a powerful cue for interpreting an error as a deliberate
act with underlying motives. Studying how people explain robotic errors across a continuum of
human-likeness may offer a natural test-bed for tracing when intentionality is conferred, and whether
trust is ultimately eroded or repaired.

2. Intentionality Attribution to Robots

Understanding how the degree of anthropomorphism influences intentionality attributions for robot
errors raises a broader question: do people attribute intentionality to robots in the first place?

Studies indicate that people use similar social-cognitive tools to explain both human and robot
actions [12]. In particular, the correspondence bias (i.e., the tendency to explain behaviour in terms of
dispositional choice despite situational constraints) operates for both human and robotic agents. In
experiments with the humanoid robot Pepper [13], observers attributed volitional choice to the robot
even after the experimental script made clear that its actions were externally programmed; the bias
grew stronger when Pepper voiced a counter-normative stance, signalling an opinion that clashed with
social expectations.

Functional-imaging work complements these behavioural findings: activity in classic Theory-of-Mind
regions—the medial prefrontal cortex, temporoparietal junction and posterior superior temporal sulcus—
rises linearly with a robot’s human-likeness, from mechanical devices through zoomorphic platforms to
fully anthropomorphic embodiments [14]. This graded neural response suggests that perceived agency
is neurally encoded well before any explicit judgement is made.

When people confront complex robot behaviours whose internal logic they cannot fully parse, they
seem to default to inferring intentions; if the behavioural pattern then breaks, they interpret the
deviation as a deliberate act of opposition [15]. Consistent with this, Short [10] and Ullman et al. [16]
showed that humanoid robots programmed to cheat during games drew markedly stronger attributions
of intent. Further, Ciardo et al. [11] demonstrated that the type of error matters: observers framed
a clearly mechanical malfunction as a design glitch, whereas a more human-like slip sustained their
mentalistic reading of the robot’s behaviour. Taken together, these findings indicate that deviations
from normative scripts or user expectations may amplify intentionality attributions.

Beyond errors and cheating, subtler non-verbal cues also invite mental-state inferences. Human
partners read intention into robots’ gaze shifts [17] and reactive micro-movements [18] using the same
heuristics deployed in human-human interaction.

Overall, while people may not view robots as fully equivalent to humans in terms of intentionality,
they do ascribe mental states and intentions to robots to varying degrees depending on the robot’s
design and behaviour. Whether, and in what way, these two factors interact remains an open question.

3. Robot Errors and Anthropomorphism: An Open Question

Although numerous studies have shown that errors enacted by humanoid robots prompt attributions of
purpose and mental states [10, 11], no work to date has directly compared an anthropomorphic-looking
robot with a mechanical one making the same error.

Figuring out whether the anthropomorphic envelope alone is enough to cast an error as an intentional
act means deciding whether the robot body functions as a magnifying glass for any future moral and
relational assessment. If the blame falls on the plastic face rather than the robot’s programming, then
aesthetics becomes ethics. Thus, we would expect that the more deliberate an error appears to be, the
more our trust in the robot will swing—upward when we infer benevolent motives, downward when
we deem them malevolent or negligent.



4. Conclusions

This paper set out to bridge two strands of research: (i) studies showing that humanoid appearance
alone can trigger an intentionality bias, and (ii) studies demonstrating that certain robot errors invite
mental-state attributions. Bringing these lines together highlights an untested junction: does the very
same error elicit different intentional readings solely because of the body that performs it?

Robots will disappoint us. The question is not if but how we will explain those disappointments.
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