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Abstract
This paper evaluates the Creativity Support Index (CSI) for Mixed-Initiative Artificial Intelligence (MIAI) pipeline
development. Determining the quality of the interaction between agents and users is valuable given the complex
nature of MIAI pipelines. Within academic literature, the CSI is regarded as a practical measurement for assessing
the usefulness of software. However, real-world validation of the CSI as a measurement tool for MIAI pipelines
has not yet been established. We compared two undergraduate cohorts with 99 participants, who completed
a level-design task using ‘Melete’ an MIAI pipeline, participants reported their experiences using CSI which
resulted in 297 responses to the CSI. We then conducted a factor analysis to determine the validity of individual
components of the CSI. Analysis of the responses indicates the CSI is a valuable measurement tool for testing
MIAI pipelines, with limitations. We make recommendations to improve the CSI including; the disentanglement
of measures and the development of a robust set of questionnaires.
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1. Introduction

The role of Artificial Intelligence (AI) has been expanding over the last ten years. Fields such as
medical diagnostic systems, financial trading algorithms, driverless cars, customer engagement systems,
linguistics, audio, games, and countless other areas have adapted or implemented AI algorithms.
However, these systems require expert knowledge to interpret and operate. This limits the deployment
of these systems to industry experts with this technology[1, 2]. There have been numerous efforts to
provide user-friendly interfaces to these algorithms[3, 4]. This area of academic interest is known as
Mixed-Initiative Artificial Intelligence (MIAI). To allow developers to create meaningful applications of
MIAI pipelines it is crucial to establish measurement tools that effectively assess the usefulness of these
software applications post-implementation.

Although much of the existing literature has examined the performance of AI algorithms, compara-
tively little work has gone into the evaluation of the user experience of these tools. Traditionally, much
of the focus on verification of these pipelines focuses on the correctness of the output of these systems,
rather than the user experience when using the pipelines. The earlier issues with the pipelines can
be identified, the less costly it is to address these issues[5]. The focus of generative AI is to develop
content rapidly, and the creative process itself is iterative. This highlights that our traditional approach
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to software development is inadequate for ensuring the effectiveness of MIAI pipelines for content
generation.

Effective testing of the user experience for these applications requires suitable measures for identifying
possible issues and addressing them. One such approach to doing this is through the use of survey-based
measurement tools. Although these have found support within the existing literature[6], there are a
range of possible limitations for these approaches which need to be considered. Unclear questions in
measurement tools can hinder the evaluation process and lead to unusable data, rendering studies or
analyses of software tools unserviceable. Measurement tools must delineate the variables that they
assess. This ensures that the surveyor is assessing the correct metrics, and the respondent adequately
responds to the survey.
Before the integration of AI into design tools the need to research user interaction with Creativity

Support Tools(CSTs) was already identified by the Human Computer Interaction(HCI) community[7].
In his call for researchers to explore future developments in CSTs, Shneiderman[7] also emphasized the
evolving nature of tool evaluation and the importance such evaluation plays in establishing the value of
CSTs to end users. In addition to exploring the nature of CSTs, it is important to note the advancement
of technology in this sector. The development of MIAI pipelines brings to the front the need to advance
these measurement systems in line with the integration of AI based MIAI and co-creative artificial
intelligence systems.
One notable contribution in this area is the Creativity Support Index (CSI)[8]. Drawing conceptual

inspiration from the NASA Task Load Index, the CSI provides researchers with a straightforward,
adaptable survey to assess the effectiveness of CSTs. The CSI evolved from an earlier pilot version, the
Beta CSI, which was rooted in creativity theories and tested in three studies to assess its viability as
a research metric. The CSI’s questions are grounded in creativity research, yielding quantifiable and
comparable results. A subsequent publication elaborated on the CSI, including a detailed case study[9].
Although the CSI has become a widely recognized and valuable tool, as seen in HCI and creativity

research, the next step is to further validate it. The authors of the CSI, in Carol et al.[8] the authors
called for its application in more studies to address usability issues identified in the Beta version. In
this paper, we present our findings from such an analysis.
In this paper, we explore the evolution of creativity measurement and its limitations, particularly

in the context of measuring MIAI systems. We differentiate MIAI systems from CSTs and provide
examples of diverse MIAI systems developed in recent years to highlight their wide range of applications.
Next, we explain how validity is assessed in measurement tools. We then describe the methodological
procedure used to evaluate the CSI, followed by a demographic overview of the study participants. The
results of the CSI factor analysis are presented, along with a discriminant validity test. A second factor
analysis, excluding factors with discriminant validity issues, is also conducted, and we compare this
modified model with the original CSI. Finally, we discuss the results of these analyses and conclude
with recommendations for further research to improve measurement tools for both CSTs and MIAI
systems.

2. Background

2.1. Measuring Creativity

Shneiderman[10] introduced a framework to aid in the development of digital interactive tools for
creative problem-solving, a well-established area in creativity research (e.g.[11, 12]). In exploring the
potential to enhance individual creativity through new tools, Shneiderman[10] considered both widely
used general-purpose tools like text editors and spreadsheets and other specialized applications in
architecture, graphic design, and engineering.
In the 1993 Creativity and Cognition symposium, Candy and Edmonds[13] emphasized the need to

focus more on the study and development of CSTs to benefit “all people in any domain”[14]. However, to
achieve this, the CHI community would “need to understandmuchmore about the creative processes that
we are trying to support”[14] In the years that followed, research interest in CSTs expanded, spurred by



a 2006 U.S. National Science Foundation workshop that emphasized the need to make creative processes
more efficient but also to foster innovation among users[15]. During this workshop, Shneiderman
encouraged boldness in CST research and development, arguing that while the risks are high, “so are
the payoffs for innovative developers, ambitious product managers, and bold researchers”[16]. Even
described the creation of new CSTs as “a grand challenge for HCI researchers”[17].

While psychological creativity research boasts nearly seven decades of groundbreaking contributions,
it is clear that HCI-oriented creativity research does not have as strong a tradition. Nevertheless, the
field has made significant strides. A dedicated conference, the Creativity and Cognition, became an
ACM SIGCHI conference in 1999, and the number of creativity-focused publications from the CHI
community has surged since the late 1990s[18].

2.2. Human Computer Interaction

HCI-specific methods for measuring the impact of new CSTs have also been developed[9]. This
evolution in HCI research has led to the notion of a potential of expanding creativity research in the
field of HCI[18], which, while still in its early stages, may eventually parallel the more established
research into traditional creativity task such as artistic expression and social interaction. This emerging
HCI creativity research is said to be characterized by a focus on collaborative work and digitization,
particularly the growing reliance on CSTs in creative processes, as well as a predominance of empirical
research methodologies[18].
HCI researchers have implemented a broad spectrum of methodological approaches to validating

pipelines. Qualitative methods can provide insights into the users’ thought processes and provide
nuanced information about how the user perceives the CST. The deployed techniques include structured
interviews, speak-aloud interviews, expert interviews and grounded theory[19]. In contrast, the
quantitative methods mainly focus on analysing the outputs of systems or conducting surveys[3]. These
quantitative approaches allow for the rapid testing of multiple systems in a relatively short period of
time. In addition to these benefits, the analysis of quantitative data can be useful for highlighting issues
throughout the development life cycle of CST.
The criteria for evaluation similarly varied, encompassing both traditional creativity traits like

flexibility and fluency, as well as classic usability principles[18]. There is a perceived conflict between
the desire to measure the effectiveness of the creative pipeline and its outputs. It is difficult to assess
creative outputs using objective measures, as creativity has a more subjective component. As a result,
it can be difficult to disentangle the creative endeavour from using the system. This is not a new
observation but rather a frequently discussed issue within the HCI community, as special interest groups
have grappled with the complex challenge of evaluating research that extends beyond usability[20, 21].

Researchers have made progress toward establishing a standardized evaluation method for evaluating
CSTs, most notably with the CSI[8]. The CSI is a psychometric survey developed to evaluate how
effectively a digital CST aids users in their creative process. Its theoretical foundation is rooted in
concepts from creativity and cognition. Support tools, drawing on Boden’s work on creative exploration
and play[22], formal theories of play[23], Csikszentmihalyi’s concept of flow[24], and Shneiderman’s
design principles for creativity support tools[16]. The CSI consists of two sets of questionnaires,
the first of which explores six different aspects of the CST: Collaboration, Enjoyment, Exploration,
Expressiveness, Immersion, and Results worth the effort. A second survey consists of a paired-factor
analysis which is meant to determine what the user values the most when using a CST for a particular
task, with regard to the six factors presented above.

2.3. Mixed-Initiative Artificial Intelligence

Traditional CSTs allow for creative expression but do not make use of advances within the field
of Artificial Intelligence - specifically generative artificial intelligence. The integration of these AI
techniques into CSTs has led to the creation of a new range of pipelines where human authors can make
use of AI techniques within their tools; these AI-augmented tools are referred to as MIAI[25]. MIAI



systems are collaborative environments where users work with artificial intelligence agents, seamlessly
blending their contributions to the creative process[26].

MIAI systems have been utilized in various creative fields, including art, music, dance, drawing, and
game design[27]. In some MIAI systems, the computational agent directly manipulates a shared artifact,
while in others, it offers suggestions to inspire users to develop new ideas. A key factor in how we can
differentiate different MIAI systems is how the MIAI agent contributes to the creative process.
One of the MIAI interaction paradigms in design is the turn-taking action between a user and an

AI agent in a shared artifact. Drawing Apprentice[28] is a web-based co-creative drawing system that
analyzes the sketches and responds to the user’s sketch. In the Drawing Apprentice, the user starts
sketching on the canvas, then the AI agent generates and adds a sketch based on the user’s sketch.
DuetDraw[29] is a MIAI drawing system that allows users and an AI agent to create pictures.

DuetDraw assists users with various drawing tasks, such as completing an unfinished object, drawing
the same object in a different style, suggesting complementary objects, identifying empty spaces on the
canvas, and automatically colorizing sketches.
Cobbie[30] is a mobile robot with a recurrent neural network (RNN)–based MIAI approach and

a mobile drawing system designed to support early-stage ideation. Cobbie generates inspirational
sketches based on the designer’s input.

While the MIAI interaction paradigms mentioned above demonstrate instances where an AI agent is
directly engaged in a creative activity by performing actions similar to those of the user, another MIAI
interaction paradigm involves the AI providing suggestions to the user.
The Sentient Sketchbook[19] and 3Buddy[31] are MIAI systems for game-level design. In both

systems, the AI agent provides feedback and additional ideas to develop the game design. These systems
use a turn-taking interaction but provide suggestions to the human designer rather than creating game
levels directly.
Some recent studies investigated the role of AI and the impact of AI on ideation in human-AI

collaboration. Liao et al.[32] presented three potential roles of AI-based inspirations in ideation
that are closely related to the interaction paradigm providing suggestions described above: AI as
representation creation (providing inspirations by suggesting texts or images), AI as an empathy trigger
(supporting the designer’s descriptive thinking), and AI as engagement (helping the designer avoid
fossilization/stagnation and perform typical design actions).[32]
Figoli et al. claimed that the role of AI in human-AI collaboration relies on the capability of AI (i.e.,

AI as a teammate when AI performance is better than human performance and AI as external stimuli
when AI performance is worse than human performance).[33] While the roles of AI emphasize the
positive impact of AI in human-AI collaboration, Pandya et al. and Zhang et al. showed that human-AI
collaboration can produce better outcomes when the AI contributes a better performance than the
human. However, if the AI performs at the same level or worse than a human, it is likely to lead to less
favorable results. These studies suggest that the roles and impacts of AI in human-AI collaboration
require more investigation [34, 35].

2.4. Assessing Validity

According to Straub et al.[36], there are three types of validity and reliability in instrument development:
content validity, construct validity, and internal reliability.

Content validity refers to the extent to which the items used to measure a construct accurately reflect
its meaning and cover the full range of possible items that could represent the construct.

Construct validity concerns how well the items measure the theoretical construct they are intended to
assess. This is often broken down into convergent validity and discriminant validity, both of which are
necessary to establish construct validity[37]. After conducting our factor analysis we used discriminant
validity to confirm our analysis.

Convergent validity measures the degree to which items that should theoretically be related are
indeed related, while discriminant validity assesses whether items that should not be related are actually



unrelated. Reliability refers to the consistency of responses to a set of related items that are intended to
measure the same construct (i.e., internal consistency).

Concurrent validity is also considered when constructs are expected to be related; it examines whether
a construct is related to or can predict another construct within the same instrument.

2.5. Melete

To deepen our understanding of MIAI pipelines, we developed Melete—a human-in-the-loop Creative
Support Tool (CST) for generating asymmetrical 3D level topologies using the Wave Function Collapse
(WFC) algorithm[38, 39]. Designers interact with Melete by selecting, editing, and exporting WFC-
generated environments in JPEG or XML formats.
We evaluated Melete through four studies:

• Melete: Playtesting and 3D Environments for Mixed-Initiative Artificial Intelligence as a Method
for Prototyping Video Game Levels[39]

• Melete: Exploring the Components of Mixed-Initiative Artificial Intelligence Pipelines for Level
Design[40]

• Melete: The Importance of Kernel Interaction in Mixed-Initiative Artificial Intelligence
Pipelines[41]

• Melete: Using Large Language Models (LLMs) as Co-Creators for Kernels in Mixed-Initiative
Artificial Intelligence Pipelines[42]

The first two studies validated Melete: expert users found it enhanced engagement and supported
iterative design, while novice users helped identify key MIAI themes—control, design, and play—in-
forming a proposed interaction model. The final two studies used the CSI. The third examined Kernel
interaction but yielded inconclusive CSI results. The fourth explored LLM-assisted design, revealing
that most users preferred manual input, suggesting a need to re-evaluate CSI’s applicability in MIAI
contexts.

2.5.1. The structure of Melete

Figure 1: Melete Overview

The papers “Melete: Playtesting…”[39] and “Melete: Exploring the Components…”[40] detail Melete’s
implementation. Briefly, as shown in Figure 1, Melete operates in two phases: Kernel creation and an
interaction loop.

In the Kernel creation phase (Figure 2), designers use the WFC algorithm to build a Kernel that guides
the generation of stylistically consistent artefacts. Inspired by texture synthesis, WFC differs in that



Figure 2: WFC Kernel Interaction

Figure 3: Interaction Loop

it avoids merging or averaging pixels, allowing for a palette-based approach that preserves gameplay
semantics.
Designers interact with the WFC algorithm using a palette of game objects to build a small 10×10

input grid. This grid helps the algorithm generate possible 2×2 tile combinations, assign likelihood
scores, and create a dictionary of overlapping tiles.

Although Melete focuses on 3D environment generation, abstracting game objects from the algorithm
allows the palette to represent different gameplay or environmental elements. This enables designers
to shape the environment’s topology while the algorithm handles structural generation.



Once the WFC training input is finalized, designers enter the interaction loop (Figure 3).
Here, users select from multiple WFC-generated outputs, modify them as needed, and explore the

environment in 3D using the game object palette. An avatar allows for first-person exploration. Users
can move between selection, editing, and exploration freely, and export the final design in XML or JPEG
format.

2.5.2. Melete: Playtesting and 3D Environments for Mixed-Initiative Artificial Intelligence as
a Method for Prototyping Video Game Levels

While reviewing MIAI literature, we found that many systems lacked emphasis on exploring generated
content—an essential part of iterative design. Melete addresses this by enabling users to explore
environments through an avatar, supporting playtesting as a core component of its MIAI pipeline.

To validate Melete and highlight the value of playtesting, we conducted an expert analysis as detailed
in “Melete: Playtesting and 3D Environments…”[39]. Five experts—spanning academia and industry
in game design and AI—participated in two 20-minute sessions, designing a Battle Royale and an RTS
environment after a brief tutorial.

Experts answered evaluation questions focused on usability, control, and the usefulness of playtesting.
Their responses, analyzed thematically, confirmed Melete’s utility for prototyping and emphasized the
importance of genre-specific playtesting in MIAI systems. However, participants also noted that MIAI
tools like Melete are best suited for prototyping, not full production.

2.5.3. Melete: Exploring the Components of Mixed-Initiative Artificial Intelligence Pipelines
for Level Design

There is currently no consensus on the core components of MIAI pipelines, especially with the in-
tegration of systems like pathfinding, LLMs, and PCG. In “Melete: Exploring the Components of
Mixed-Initiative Artificial Intelligence Pipelines for Level Design”[40], we investigated what novice
designers consider essential in MIAI pipelines.

Twelve computing students (nine undergraduates, three postgraduates) participated in a qualitative
study. Each designed a Battle Royale game using Melete under two conditions: one full version
(Condition 5) and one of four partial versions (Conditions 1–4), each emphasizing a different stage of
the pipeline. Conditions and order were randomized.

After each session, participants were interviewed using semi-structured questions and a think-aloud
protocol. A thematic analysis of the responses revealed three main categories:

• Control themes included: personalization, understanding, adaptation, and tools.
• Design themes included: usability, aesthetics, and gameplay.
• Play themes included: exploration and enjoyment.

These insights informed the development of a Mixed-Initiative Interaction Model, offering guidance
on features critical to effective MIAI pipeline design.

2.5.4. Melete: The Importance of Kernel Interaction in Mixed-Initiative Artificial Intelligence
Pipelines

In the previous study, we identified the importance of Kernel interaction within MIAI pipelines. Overall,
users reported feeling greater control over the output of the MIAI system. However, participants
specifically encouraged further training focused on the WFC algorithm.

To address this, we developed and provided a short tutorial video explaining how the WFC algorithm
generates content and how MIAI functions in theory. We then conducted a study aimed at examining
the role of Kernel interaction in more detail.
One of the biggest challenges encountered in earlier studies was the analysis of qualitative data.

To improve our evaluation, we explored alternative methods and identified the CSI as a useful tool



for examining content generation systems. Based on the CSI framework, we designed an experiment
involving three conditions:

• Condition 1: Participants interacted only with Melete’s interface, serving as a baseline level
editing tool.

• Condition 2: Participants engaged with Melete’s interaction loop.
• Condition 3: Participants interacted with Melete’s full system, including Kernel interaction.

In all conditions, participants were tasked with designing a Battle Royale-style game environment.
A G*Power analysis indicated that 45 participants were needed to perform an ANOVA on the CSI

output across the three conditions. Students from an Introduction to Computing course were invited
to participate voluntarily. This course aimed to provide students with experience working on large
datasets, making it relevant to include an academic research project as part of their experience.

Out of 110 students who signed up for the study, 58 attended, though 16 participants did not complete
the experiment. Additional students were randomly recruited to compensate for the shortfall. Ultimately,
participants were randomly assigned the first condition. And completed all three conditions sequentially
thereafter. Each session lasted 15 minutes, during which participants designed a Battle Royale-style
map. After completing each condition, participants filled out a CSI questionnaire.
Upon completion of all three conditions and all three CSI questionnaires, the participants then

performed the factor analysis component of the CSI. After data collection, a Mahalanobis distance
analysis was conducted to identify outliers, resulting in the removal of three participants. This left 42
valid responses for analysis.

An ANOVA was performed on the CSI scores. All conditions scored between 61 and 63 out of 100
on the CSI, and the ANOVA results suggested that there were no significant differences between the
conditions.

2.5.5. Melete: Using Large Language Models (LLMs) as Co-Creators for Kernels in
Mixed-Initiative Artificial Intelligence Pipelines

Given the inconclusive results of the previous study, and the highlighted importance of Kernel interaction
in both the expert analysis and component analysis, we sought to further explore ways to enhance
Kernel interaction. The integration of LLMs into MIAI pipelines showed significant potential for
streamlining the Kernel generation phase.

To enable LLMs to interact with Melete, we developed a custom webhook that allowed ChatGPT to
design text-based level Kernels. We used ChatGPT 3.5 to generate these text files, which were then sent
to Unity. Unity converted the text files into JPEG images that could be parsed by the WFC algorithm,
thus fully integrating LLM-generated Kernels into the Melete pipeline.

In this participant study, we aimed to examine the differences in human-computer interaction with
and without the assistance of LLMs. We created three experimental conditions:

• Condition 1: Participants provided a single prompt to ChatGPT to generate a Kernel for Melete’s
interaction loop.

• Condition 2: Participants engaged in a conversational interaction with ChatGPT to collaboratively
design the Kernel.

• Condition 3: Participants used the original Melete system without LLM support, as described in
previous studies.

In all conditions, participants were tasked with designing a Battle Royale-style game environment.
The same tutorial video explaining the WFC algorithm and the theory behind MIAI, used in the previous
experiment, was provided to participants in this study.
Participants were randomly assigned an initial condition and subsequently completed all three

conditions sequentially. Each session lasted 15 minutes, during which participants created a Battle



Royale-style map. After completing each condition, participants filled out a CSI questionnaire, and after
completing all three conditions, they completed the factor analysis component of the CSI.

A G*Power analysis suggested that 45 participants would be required to perform an ANOVA on the
CSI results. Students from an Introduction to Computing course were invited to participate voluntarily.
This course aimed to give students experience working with large datasets, making participation in
an academic research project relevant to their studies. In total, 60 participants completed all three
conditions. After applying a Mahalanobis distance function to identify and remove outliers, 57 valid
results remained for analysis.

An ANOVAwas then performed on the CSI scores. The results were unexpected: both LLM-supported
conditions scored significantly lower than the original Melete system. Melete (without LLM assistance)
achieved a mean CSI score of 70 out of 100, outperforming both LLM-based conditions.

The growth of GenAI and its integration into CSTs is an exciting and rapidly evolving area of research.
However, as demonstrated in the studies above, analyzing CSTs—particularly MIAI pipelines—remains
a challenging task.
Qualitative analysis methods, while valuable, are time-consuming and often open to subjective

interpretation. Meanwhile, there is no standardized approach to quantitatively evaluatingMIAI pipelines.
In this context, the CSI offers a valuable starting point for building more structured methods of analysis.

Nevertheless, it is important to critically examine the role the CSI can play in adequately evaluating
these systems. The following section of this paper will propose potential improvements to the CSI by
identifying limitations in its current application within MIAI pipelines.

3. Method

To evaluate the CSI measurement tool, the CSI psychometric data gathered from: ”Melete: The Impor-
tance of Kernel Interaction in Mixed-Initiative Artificial Intelligence Pipelines”[41] and ”Melete: Using
Large Language Models (LLMs) as Co-Creators for Kernels in Mixed-Initiative Artificial Intelligence
Pipelines”[42] was used.
The responses to the surveys were then used to conduct a confirmatory factor analysis[37] and

then grouped and based on their psychometric properties. Namely, based on the recommendations of
Straub et al.[36], and other authors (e.g. [43]) reliability and validity need to be established to deem a
measurement instrument adequate.

The data was then analyzed using SPSS and AMOS. Outliers from both studies were determined with a
Manalobis distance function and chi-squared analysis. In ”Melete: The Importance of Kernel Interaction
in Mixed-Initiative Artificial Intelligence Pipelines”[41] 4 sets of responses were removed based on
that analysis as stated above and in ”Melete: Using Large Language Models (LLMs) as Co-Creators for
Kernels in Mixed-Initiative Artificial Intelligence Pipelines”[42], 3 sets of responses were also removed
as stated in the above section.

Kernel Study LLM Study
Condition 1 42 Responses 57 Responses
Condition 2 42 Responses 57 Responses
Condition 3 42 Responses 57 Responses

TOTAL 297 CSI Responses

To conduct the factor analysis, we first tested the CSI scores against a null model, which assumes no
correlation between the factors (collaboration, enjoyment, exploration, expressiveness, immersion, and
worthwhile results). The factor analysis was performed in AMOS using maximum likelihood estimation,
estimated means, and intercepts.

To further validate these results and ensure there was no correlation or very low correlation between
measures of unrelated constructs we conducted a discriminant validity analysis. Discriminant validity
measures how well one variable differs from others in the same model. Testing discriminant validity



ensures variables can explain more of their own data than errors or overlaps with other variables in
the model. Scenarios in which discriminant validity issues can occur are when measurement errors or
similar external, unmeasured influences affect the model. Alternatively, constructs within the conceptual
framework are too similar. If this happens, the reliability of the measures is questionable[44]. Shared
variance is the overlap between two variables, calculated by squaring their correlation[37].

3.1. Participants

Participants for this experiment were recruited from undergraduate games students at a British Univer-
sity. To ensure broad representation from disciplines across the game development sector, participants
were drawn from various specialisms, including computer science, robotics, game design, game pro-
gramming, game art and game writing. The experiment was advertised to first-year computing students
in sessions and, more broadly, within the department to other disciplines.

4. Results and Data Analysis

Figure 4: Creativity support index factor analysis

The diagram[Figure.4] is the factor analysis of the creativity support index. For the construct of
Collaboration, the factor loadings for COLL1 and COLL2 are 0.87 and 0.87, respectively. In the Enjoy
construct, ENJOY1 and ENJOY2 have loadings of 0.90 and 0.87. Similarly, for the Explore construct,
EXPLORE1 and EXPLORE2 have loadings of 0.90 and 0.89. The Express construct shows loadings of
0.92 for EXPRESS1 and 0.90 for EXPRESS2. For Immersion, IMMERSE1 and IMMERSE2 exhibit of 0.94
and 0.95. Finally, for the Results construct, RESULTS1 and RESULTS2 have loadings of 0.95 and 0.82.
The latent constructs reveal correlations. For instance, the correlation between Collaboration and

Enjoy is 0.92. Collaboration and Immersion are 0.61, Collaboration and Express 0.81 and Collaboration
and Explore 0.90. Enjoy and Results 0.89. Whereas the correlation between Enjoy and Immersion is
0.70, Enjoy and Express is 0.80 and Enjoy and Explore is 0.86. With regards to Explore, its correlations
with Express, Immersion and Results are 0.92, 0.65 and 0.84, respectively. Whilst Express correlates
with Immersion and Results 0.62 and 0.79. Finally, Immersion and Results correlate only 0.64. These



correlations suggest that the constructs are not independent of each other but are closely intertwined,
and needed further exploration to ensure there is no discriminant validity.

Table 1
Validation table for CSI

Validity table for CSI
CR AVE MSV ASV Immersion Enjoyment Expressiveness Collaboration Exploration Results

Immersion 0.942 0.890 0.496 0.419 0.944
Enjoyment 0.879 0.784 0.843 0.700 0.704 0.885

Expressiveness 0.904 0.825 0.808 0.626 0.629 0.801 0.901
Collaboration 0.863 0.759 0.843 0.673 0.609 0.918 0.810 0.871
Exploration 0.886 0.796 0.810 0.695 0.651 0.855 0.899 0.900 0.892
Results 0.881 0.788 0.787 0.643 0.641 0.887 0.792 0.829 0.838 0.888

Some discriminant validity issues where identified by the validity analysis. Particularly Collaboration,
Enjoyment, and Exploration, show high correlations, Collaboration (0.871), Exploration (0.892), and
Enjoyment (0.885) indicating potential overlap between these constructs. To address the issues with
discriminant validity we tried multiple models removing individual factors. However, other correlations
started to appear, as a result, we just removed the three factors that where indicated in the CSI factor
analysis.

Figure 5: 3 Factor analysis, omitting Collaboration, Enjoy, Explore.

The factor analysis conducted on the latent variables: Express, Immersion, and Results. Express
is linked to two observed variables, EXPRESS1 and EXPRESS2, with factor loadings of 0.90 and 0.92,
respectively. Immersion is connected to IMMERSE1 and IMMERSE2, with loadings of 0.93 and 0.96.
Results is tied to RESULTS1 and RESULTS2, with loadings of 0.98 and 0.80. The correlations among
factors are, Express and Immersion are correlated with a coefficient of 0.63. Express and Results are
correlated at 0.78. Immersion and Results have a correlation of 0.63. This model evaluates how well the
observed variables measure their respective latent constructs and the relationships among the latent
variables. The standardized loadings and correlations suggest a relatively good fit for most relationships.

Table 2
Validity table for three factor model

Validity table for three factor
CR AVE MSV ASV Immersion Expressiveness Results

Immersion 0.943 0.891 0.403 0.398 0.944
Expressiveness 0.904 0.825 0.610 0.507 0.635 0.909

Results 0.884 0.794 0.610 0.502 0.627 0.781 0.891

We did not find any discriminant validity issues with these factors.
The Model Indices Comparison Table compares the CSI model with a model corrected for discriminant

validity issues. The corrected model shows a significant improvement in model fit, as indicated by a



Table 3
Model Indices Comparison table

Model Indices Comparison table
Creativity Support Index Corrected for discriminant Validity Model

Chi-Square 104.114 14.150
Probability level .000 .028

Root mean square error of approximation .072 .065
Tucker-Lewis Index 0.971 .0.987

Standardised Root Mean Squared Residual 0.0191 .0148

much lower Chi-Square value (104.114 vs. 14.150) and a higher Tucker-Lewis Index (0.971 vs. 0.987), both
suggesting a better fit for the corrected model. The Root Mean Square Error of Approximation (RMSEA)
improves slightly from 0.072 to 0.065, moving closer to the ideal value below 0.06. Additionally, the
probability level of the corrected model is still significant but less extreme (0.028), indicating improved
validity.

5. Discussion

The factor analysis results indicate that the standardized estimates for the relationships between
questions and factors exceeded the minimum threshold for a factor analysis, which is set at 0.7. The
values ranged from 0.76 to 0.95, with a mean of 0.89, indicating that a substantial portion of variance
was explained by the latent variables across all factors. Notably, RESULT2 showed the lowest variance
explanation at 0.82 but still met the required threshold[Figure.4].
The CSI probability level was statistically significant (p < 0.001), which is expected given the large

sample size and the chi-square value for the model was 104.114[Table.3], indicating an adequate fit.
These findings support the overall validity of CSI framework. The validation of the CSI model is
supported by the cut-off indices used for structural analysis.

However, the factor analysis also revealed correlations between several factors. For example, in the
CSI model diagram, collaboration and exploration are highly correlated, as are worthwhile results with
other factors. [Figure.4] Despite the conceptual separation of the CSI factors, this analysis indicates
that participants may perceive some of these factors as interrelated4. This was further explored with a
discriminant validity test[Table 1]. The model exhibited issues with discriminant validity, as presented
in the discriminant validity tables. Notably, enjoyment, collaboration, and exploration. This was
determined by the square root of the AVE being lower than the absolute value of the correlations with
other factors.
It is also important to note that no validity concerns were identified with the three factors model

which consisted of expressiveness, immersion, and results, and this model demonstrates a good fit with
respect to these factors.[Table. 2]
The analysis suggests that participants may be responding to the items related to the three specific

factors—enjoyment, exploration, and collaboration—in a similar manner, indicating that these concepts
may be statistically indistinguishable from one another. This overlap suggests potential conceptual or
empirical similarity between these factors, which may be contributing to the lack of discriminant validity
observed in the model. This may be explained by external factors such as the participants opinion on AI.
Alternatively, the phrasing, word choice, or number of questions presented in the psychometric survey
may be more likely to be the cause of the issue. Although the survey is theoretically well grounded, the
issues with correlation and discriminant validity suggest that there is room for improvement.

6. Conclusions

In conclusion, while the CSI demonstrates a generally strong model for assessing the usefulness of
both CSTs and MIAI pipelines, there are issues with discriminant validity in the factors of enjoyment,



exploration, and collaboration. We recommend expanding the latent variables within these factors and
conducting further factor analysis to better understand and resolve the discriminant validity issues.
Once these issues are addressed, further work can focus on improving the standardized RMR and
RMSEA, ultimately leading to the development of an enhanced CSI model better suited for evaluating
both CSTs and MIAI pipelines. With regards to the study presented there are some possible limitations
in this work.
Firstly, the data collected draws primarily from undergraduate participants in a higher-education

context, so these results might not be generalizable to a broader audience. In addition to this although
we attempted to be as inclusive as possible the demographic sampling does skew towards the male
gender which is representative of both industry sampling[45] and higher STEM education[46]. As such
this could also be explored as future work.
Secondly, although this study uses a single tool, the design presents two possible configurations as

part of the analysis. This can indicate some generalizability of the work, but both experiments were
similar in nature, so the findings might not be generalizable to other pipelines, and ensuring that this is
the case will require additional research. However, this is a good first step for verifying the validity of
the CSI measurement tool.

Finally, another avenue for future work would be to compare the existing CSI to an improved version
using the recommendations we have made in this paper. For example, a CSI with more latent variables,
or one less factors tested using similar MIAI or Co-creative pipelines.

7. Declaration on Generative AI

During the preparation of this work, authors used ChatGPT and Grammarly for the following: grammar
and spellcheck. After using this tool/service, the authors, reviewed and edited the content as needed
and take full responsibility for the publication’s content.
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