Frictional Al in Joint Cognitive Systems: Towards a
Human-Centered Approach at Higher Levels

Andrea La Rosa™T, Andrea Beretta®’

"University of Padua, 35131 Padova, Italy
2Institute of Information Science and Technologies (ISTI-CNR), 56124 Pisa, Italy

Abstract

Artificial intelligence systems are increasingly embedded in everyday and high-stakes decision making. However,
the pace and seamlessness of human-Al interactions can undermine critical reflection and meaningful human
control. This concern becomes especially relevant in complex sociotechnical systems, where multiple human
and machine actors must coordinate across interdependent levels to achieve shared goals. Drawing on a human-
centered design perspective, we frame this cooperation through the lens of the Joint Cognitive System (JCS)
theory, which conceptualizes all actors — human and artificial — as components of a unified cognitive entity.
Within this context, we examine the potential integration of friction mechanisms into complex systems, i.e.,
intentional design constraints that slow down or challenge interaction to promote deliberation, human control,
and appropriate trust and reliance. We argue that building friction in interaction can improve decision quality
while preserving human oversight at every level of the sociotechnical system - as long as properly adapted and
scaled according to the its functional role and degree of control. We discuss theoretical foundations, outline
design guidelines, and identify research directions to effectively address challenges and opportunities arising
from Al-driven technological advancements.
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1. Introduction

Artificial intelligence (AI) systems are rapidly becoming woven into both routine and high-stakes
decision processes (e.g., educational, financial and healthcare domains, but also disaster management or
diverse range of Generative Al applications [1][2][3][4][5]) changing not only the speed and scale of
decisions but also how responsibility and cognitive work are distributed across people and machines.
At the same time, the pace, automation, and often seamless nature of many Al-mediated interactions
can reduce opportunities for deliberation, encourage superficial acceptance (or even total skepticism) of
machine suggestions, and erode meaningful human control [6][7].

However, as emphasized by human-centered perspectives, these systems should enhance or augment
human capabilities while preserving human judgment, oversight, and agency [8][9][10]. Consequently,
the concept of Explainable Artificial Intelligence (XAI) has been the main focus in optimizing human-Al
interactions, aiming to enhance system transparency and reliability while promoting a human-centered
design approach (HCXAI) [11][12][13].

While XAI would provide interpretability for individual systems, these dynamics are particularly
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significant in complex sociotechnical systems, where multiple human and artificial actors must
coordinate across levels of organization and uncertainty [14][15][16]. Within this context, we argue that
the Joint Cognitive System (JCS) theory represents the key framework to observe how human and Al
co-evolve [17][18]. In JCS cognition is not confined to a single agent (whether human or machine), but
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rather emerges from the collaboration between multiple actors operating within a specific context and
across different level of analysis (e.g., how humans and Al systems interact in dynamic and complex
decision-making scenarios).

In parallel, the suggestion of leveraging friction in Al has been proposed [6][19] as a design
apparatus to introduce deliberate constraints to promote user awareness and control, departing from
the most used model of a fully seamless but potentially bias-inducing interface [20]. Friction, in this
context, refers not to usability barriers but to cognitive and decision-making resistance that encourages
reflection, agency, improves shared understanding, and helps mitigate overreliance on automation
[6][20][21].

Although a promising approach, the existing literature has predominantly focused on designing
constraints for a simplified, ‘closed’” human-AI dyad (a single human interacting with a single Al system),
operating in a narrowly defined and controlled environment [6][21][22].

This raises a critical question about the effectiveness of such mechanisms as systems evolve into
a higher-order JCS: can friction models developed for a single human-AlI dyad be straightforwardly
extended to complex sociotechnical decision-making environments (see Figure 1), or is it necessary to
develop new techniques that account for the inherent complexity of multi-level JCS?

Figure 1: Joint Cognitive Systems and Friction in Decision Making: top-left depicts a simple, ‘closed’ human-
Al dyad; bottom-left represents the core idea behind JCS, i.e., cognition emerging from interaction; on the
right, two different sociotechnical structures with the same number of actors involved - a deliberate choice to
further underline the hidden complexity and variety of possible interactions. Black arrows symbolize friction
mechanisms, whereas white arrows are seamless connections between human actors: the guiding principle is
to enhance human capabilities, while keeping human agency and without affecting system agility.

2. Human-Al Decision Making and Frictional Al

Within the field of intelligent decision support system (IDSS), i.e., Al-powered decision support system
(DSS)[23][24], two concepts are widely regarded as fundamental: human-in-the-loop and human-in-
control [25][26][27][28]. These paradigms closely align with the principles acknowledged and adopted
by HCXALI researchers - as both aim to ensure meaningful human control throughout the whole Al
system’s lifecycle, from model training and deployment to ongoing use and iterative refinement.

Our work specifically addresses the ‘choose among alternatives’ phase in decision-making processes



[29][30] by introducing friction by design as a deliberate strategy to preserve human agency and control

in IDSSs, while mitigating the emergence of inappropriate reliance [20]. Through a combination of the-

oretical analysis and experimental testing, primarily conducted in controlled one-on-one environments,

several friction-based techniques and protocols have been identified [22][6] - even though we note that

the ecological validity of these empirical findings may be constrained by the experimental context.
Following [22] classification, they differentiate between:

« Cautious protocols, where the IDDS can either presents multiple choices, each associated with a
‘confidence score’, or none (‘abstention’) if the problem is too complex (to avoid deceiving the
user, hence ‘cautious’);

« Judicial or antagonist protocols, where one or multiple IDSSs sustain and defend different or even
opposite options - in order to promote human deliberation;

+ Decentralized Al or adjunct protocols, where friction is used to encourage free, autonomous
thinking before interacting with the IDSS (e.g., Cognitive Forcing Functions by [6]: having to wait
n seconds before getting an answer, Al system acting as second-opinion giver solely, or having to
explicitly request Al assistance);

« Comparative or analogical protocols, where the IDSS highlights the most analogous cases for each
suggested alternative, providing the user with a more robust context for making informed choices.

Notably, each protocol entails distinct advantages and limitations, as well as suitable areas of ap-
plication. For example, in time-critical contexts, adjunct techniques may prove ineffective or even
counterproductive (e.g., in a clinical setting [31]), whereas a comparative approach might help expert
clinicians. The cautious protocol, on the other hand, is susceptible to estimation errors that may
exacerbate Al misuse and underuse [32], although the useful ‘abstention’ feature. Finally, antagonist
protocol could significantly promote user awareness and healthy habits, as shown by a recent study
[33].

3. A Design Perspective on Friction in Higher-Level JCS

When scaled to broader sociotechnical systems (e.g., healthcare, aviation, policy-making, disaster
management; see Figure 2) [34], JCS analysis suggests that agency and control, as well as the related
concept of ‘responsibility’, vary significantly across system layers, reflecting the escalating complexity
and heterogeneity of actors and dynamics involved. What constitutes useful friction at a micro level
(e.g., Cognitive Forcing Functions [6]) may be ineffective or even counterproductive at a macro level
(e.g., multi-stakeholder decision-making in public policy). So, how should we address this gap without
flattening complexity or oversimplifying human-AI dynamics?
To achieve this, our proposal encompasses several key design considerations:

+ Scalability of friction mechanisms: in multi-level JCS, friction mechanisms must be designed
hierarchically to regulate both inter- and intra-level interactions. A hierarchical model of friction
enables context-sensitive modulation of its intensity and form, aligned with the decision-making
authority at each level. This approach should in the end support transparency, accountability,
and human oversight - all without compromising system agility;

» Iterative and adaptive design guided by human-centered principles: in complex dynamic
decision-making scenerios, friction cannot be a static feature. Inspired by the muddling through
concept [15], we suggest an iterative design approach in which friction mechanisms are continu-
ously refined based on empirical evaluations (e.g., system performance metrics) and user feedback,
establishing a feedback loop [35][36][37]. Such adaptive systems would dynamically modulate
the intensity and type of friction applied, ensuring that the joint cognitive system remains both
resilient and human-centered, while not overloading the cognitive capacity of human operators;

« New needs, new variables, new metrics: critically, existing studies on Frictional Al such
as [6][22], have primarily focused on tightly scoped, micro-level interactions. These findings,



while valuable, must be expanded through empirical and design research that explores friction in
distributed, multi-level contexts. However, in order to properly do this, it is essential to identify
which variables and metrics are relevant to these broader contexts. The challenge, therefore, is to
design frictional protocols that are context-sensitive, adapting to the structure and scale of the
JCS.

Joint Cognitive System: Disaster Response and Emergency Management

( Government Decision-makers (define disaster management policies, release budgets, etc.) Poli¢y Layer
(" ,
Inter-agency Coordination Center (unify different agencies’ protocols) Stratdgic Layer
( \
Agency Command (collects real-time data, Operat|onal Layer
suggests resource allocation, identifies potential hazards, etc.)
First Responders (firefighters, paramedics, police, etc.) Tactifal Layer
Affected People and Infrastructure
Locl Layer
. J/
\ J

Figure 2: Example of a Joint Cognitive System for disaster response and emergency management. Notice the
hierarchical structure of the different layers of intervention (with their sample name on the right): each one
is a JCS per se, with both human and technological actors, as well as being part of a broader JCS. In this
example, each level is provided with a short description of people involved; one can however easily figure out
Al-based systems that might help the human counterpart in various ways at any stage. For readers interested in
a detailed discussion of this topic, see [4]. The present figure is shown only as an illustrative application of the
framework developed here, and is not related to that line of research.

4. Conclusion and Future Directions

This work opens a research agenda on the purposeful design and use of friction mechanisms in AI-
enabled multi-level Joint Cognitive Systems.

Given their complex nature, our hypothesis is that friction strategies effective in dyadic human-AI
interactions do not directly generalize to multi-actor, multi-layer sociotechnical systems in which control
and decision-making processes are distributed across varied roles and layers. Instead, we propose
friction as a scalable, adaptable design element within a human-centered view of JCS to support more
efficient and effective decision-making, keeping humans in-the-loop and in-control while promoting
appropriate reliance.

As an initial step toward this agenda, we offer preliminary insights and design guidelines to support
future research and practice. We also identify and recommend three directions for further investigation:



+ Development of frameworks for identifying appropriate friction points at different levels of a JCS;
« Case studies that evaluate frictional design in multi-agent, multi-layered contexts;

« New evaluation metrics that go beyond user satisfaction to measure long-term impact on decision
quality, system resilience, as well as human agency and coordination at different JCS scopes.

This work is subject to limitations that arise from its scope and underlying assumptions. First, we
deliberately focus on providing theoretical considerations and guidelines according to solid design
principles [15][17][20] rather than translating into more concrete design patterns. There are two main
reasons behind this choice: a lack of real-world applications’ data and the high variability inherent in a
complex sociotechnical system (e.g., differences in structure, needs, communication strategies, degree
of control).

Secondly, we choose to adopt the Joint Cognitive Systems view as our main theoretical framework.
Although we advocate for this decision, conceptualizing Al components as cognitive ‘teammates’
[18][38] within a Joint Cognitive System could inadvertently encourage anthropomorphism [39][40],
which in turn may inflate trust and foster inappropriate reliance.

Regarding friction, it should be noted that ‘friction’ itself may not be universally recognized as
the standard term for this concept (e.g., ‘Seamful’ XAl [41]). Consequently, we underscore the need
for a consistent, widely recognized terminology to support research. Furthermore, while friction
mechanisms may prove to be beneficial, their application requires careful calibration. Critically, poorly
designed or excessive interventions can induce frustration [6][33] and even habituation effects on the
human side [42]. Accordingly, frictional mechanisms should be designed and evaluated under explicit
human-oversight and appropriate-reliance objectives, ensuring that their deployment sustains human
agency and system resilience while remaining in compliance with contemporary local regulations for
Al systems (e.g., high-risk Al systems [43]).
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