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Abstract
Decision-support systems are used in various sectors, yet harbour the risks of overreliance and deskilling. To
mitigate these risks, various interaction methods have been proposed that encourage the cognitive engagement
of the decision-maker. However, there is currently no simple method to assess cognitive engagement during
machine-assisted decision-making. We therefore propose the development of a self-report scale for cognitive
engagement and offer a starting point for this. We present an overview of existing related scales from the
education and healthcare sectors, and based on those, suggest possible items for such a new cognitive engagement
scale. While future work is needed to finalise and validate the scale, it could ultimately serve as an evaluation
instrument and guide the design and development of future decision-support systems that promote cognitive
engagement in the form of critical thinking and reflection rather than overreliance and deskilling.
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1. Introduction

Decision-support systems (DSS) are widely used in various sectors, such as healthcare, education, and
law, to assist decision-makers in making decisions. Studies show, however, that operators tend to accept
incorrect recommendations [1, 2, 3], a phenomenon known as overreliance [4]. One consequence of
overreliance on DSS or similar aids can be a reduction in critical thinking skills [5, 6, 7], often referred
to as deskilling [8].

To mitigate overreliance and support effective human oversight, as required by the European AI Act,
different approaches to human-AI interaction are proposed in the literature [9, 10, 11]. Specifically,
frictional design strategies [12] aim to promote cognitive engagement of the decision-maker in the form
of critical thinking and reflection during the decision-making process [13, 14, 15, 16, 17]. One prototype,
for example, presents evidence for and against a decision, rather than providing a recommendation
that needs to be accepted or rejected [18]. Although such approaches seem promising, evaluating
their effectiveness in promoting deliberate decision-making through cognitive engagement remains a
challenge.

The challenge is due to a lack of methods to assess cognitive engagement in machine-assisted decision-
making, especially the entire decision-making process. Current evaluation methods of DSSs primarily
focus on decision accuracy and the effect of machine recommendations on the final decision [19].
Available methods for measuring cognitive engagement, on the other hand, either (1) present technical
barriers and require considerable effort and expertise, such as electroencephalography (EEG) [20, 21] or
pupillometry [22], or (2) are not directly applicable to the context of machine-assisted decision-making,
such as accessible self-report scales from the education domain [23, 24, 25].

To address this limitation, we propose a starting point for the development of a self-report scale that
measures cognitive engagement in machine-assisted decision-making. We envision that our preliminary
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work will turn into a robust scale that is system-independent and thus widely applicable. The benefits
of a self-report scale are its ease of use and low costs. Furthermore, factors associated with cognitive
engagement, such as reflection, self-efficacy, and perceived control, are highly subjective, which makes
a self-report scale a suitable measurement method. In view of this, “self-report scales are the most
common approach to assessing cognitive engagement” in educational studies [24, p.66].

We see three main applications for such a cognitive engagement scale. First, it can be utilized to
evaluate decision-support systems or similar aids and interventions. In this way, the scale could be
a (proxy) instrument for measuring the extent of overreliane on DSS and thus also effective human
oversight. Second, it can help design (future) interventions and interfaces by taking into account the
scale items and aiming to achieve high scores on those. Third, the scale could serve as an intervention
and checklist that is consulted by the decision-maker, e.g., to ensure that they also consider alternatives.
In line with this, the scale could also be used to increase AI literacy, i.e., to sensitize operators to
potential overreliance, as well as inform them about the importance of reflecting on and evaluating
provided information.

According to Boateng et al. [26], there are three phases in the development of a scale. First, identifying
and generating items. Second, constructing the scale, including pre-testing questions, and reducing the
number of items. Third, assessing the reliability and validity of the scale. In this short paper, we focus
on the initial phase of identifying and generating relevant items. To this end, we provide a collection
of relevant existing scales (Table 1), particularly from the domains of education and healthcare, that
are used to measure factors associated with cognitive engagement, such as reflection and decision
self-efficacy. We suggest that these scales provide valuable input and that some of their items can be
adapted and reused for our purposes (Table 2).

2. Background

We will briefly discuss the current focus of evaluation methods (2.1), argue for the need of a cognitive
engagement scale (2.2), mention factors related to cognitive engagement (2.3), and point out approaches
that aim to promote cognitive engagement (2.4).

2.1. Decision Outcome as the Current Focus of Evaluations

A textual analysis of 100 highly cited machine learning papers identified 59 values in the research field
and concludes that [27, p.176]:

The dominant values that emerged from the annotated corpus are: Performance, General-
ization, Building on past work, Quantitative evidence, Efficiency, and Novelty. (emphasis
added)

By focusing on model performance, accuracy, and efficiency, both during model development and model
evaluation, only the outcome, i.e., the prediction, recommendation, or decision, is considered.

Similarly, current evaluations of reliance on DSSs focus on the decision outcome. In order to assess
the effectiveness of an intervention, an initial decision without aid is usually compared with a decision
made with the intervention [28, 29, 19]. Reverberi et al. [30], for example, offer formulas for calculating
the influence of a DSS on the operator’s decision, or the effect of a DSS on diagnostic accuracy. This
formal and statistical approach and the focus on the outcome, however, are not sufficient to assess
cognitive engagement during decision-making.

The first steps towards shifting this focus are presented in a study on interventions for critical
thinking in AI-assisted knowledge work [31]. The authors developed “a de novo questionnaire to
capture reflective thinking behaviours with AI-assisted workflows, modelled after Kember et al. [32]”
[31, p.15]. This AI Workflow Reflective Thinking Questionnaire contains 14 items, including “I checked
the AI suggestions for errors”, “I considered the possibility that the AI suggestion could be wrong”, or “I
was critical or sceptical of the AI suggestions”. While this questionnaire is commendable, it still places
too much emphasis on the recommendation made, i.e., the outcome or result of the DSS.



In view of the above, we contend that a stronger focus on the decision-making process is required.

2.2. Shifting the Focus to the Decision-Making Process

Miller [18] proposes six criteria for good decision support based on the cardinal decision issues [33].
Accordingly, a decision-support system should help identify options, possible outcomes, i.e., possibilities,
values, as well as help judge outcomes, weigh trade-offs, and be understandable. These criteria could
serve as evaluation criteria. For example, the extent to which the decision support-system helps to
identify stakeholder values could be assessed.

In line with this, a “good” decision, as we understand it, consists of the decision-maker being able to
provide their own (justified) reasons for a course of action [34]. To this end, the decision-maker must
analyse and evaluate information (provided by a DSS), weigh options, scrutinise assumptions and assess
consequences of a decision [35]. The associated cognitive processes for these tasks include retrieving,
understanding, analysing, and evaluating information, all of which require cognitive engagement [25].
It is therefore important to consider the entire decision-making process and the cognitive engagement
in this process, and not just the result of the decision [36].

2.3. Factors Related to Cognitive Engagement

A predictor for cognitive engagement is self-efficacy [23], which is the ability to produce desired
outcomes by one’s own actions [37]. Relying on own skills can strengthen confidence in one’s own
decision-making. Higher confidence is associated with better clinical decision-making [38], more critical
thinking, and less reliance on decision-support systems [7]. Moreover, confidence has an effect on
motivation, which, in turn, is a modulator and precursor to cognitive engagement [23, 39].

Closely linked to self-efficacy is sense of agency [40] and “beliefs in personal control” [41]. Accordingly,
for the decision-maker to have a sense of agency or (perceived) control over the decision-making process
and thus rely less on a DSS, the decision-support system should ideally support them in their own
reasoning so that they are confident and have fewer doubts about their judgments.

Metacognitive processes related to (decision) self-efficacy and cognitive engagement are deliberation
and reflection [42, 43]. Deliberation is the act of weighing options and making decisions carefully, while
reflection examines held assumptions and tacit knowledge [44]. Reflection has been shown to enhance
critical thinking and reasoning, as well as improve decision-making [45, 46, 47, 48, 17, 49].

2.4. Approaches to Promote Cognitive Engagement

Compared to the prevailing approach of providing recommendations or predictions based on input data,
several prototypes aim to support the decision-maker by promoting the previously mentioned factors,
such as self-efficacy, sense of agency, or reflection.

As mentioned earlier, a so-called evaluative AI presents information for and against a decision,
allowing the decision-maker to make their own decision [18]. Similarly, a so-called Judicial DSS
provides explanations for opposing decision options [9]. In this case, the DSS provides two explanations,
one for the presence and one for the absence of spinal fractures on an X-ray image. By doing so and
not making a recommendation, the Judicial AI is “preserving a sense of agency” [9].

In line with the provision of opposing information, it is argued that “computational tools need to be
intentionally designed in such a way that they actively support critical reflection” [50, p.3]. One example
is a prototype from the financial domain, based on a large language model [51]. The chatbot asks
investors for their investment rationale and provides feedback in the form of indications of blind spots
and additional considerations to help them reflect on their reasoning. Another study presents knowledge
workers conducting AI-assisted shortlisting tasks with provocations, i.e., brief textual prompts that
offer critiques and alternatives to machine recommendations [31]. The aim of these provocations is
to induce critical thinking. Besides, the authors also developed the above-mentioned AI Workflow
Reflective Thinking Questionnaire, which we will return to shortly.



Although increasing, the number of these approaches to promoting cognitive engagement is still
relatively small compared to conventional DSSs. We believe that by shifting the focus of evaluation
from decision outcome and accuracy to the decision process, relevant decision-support systems can be
designed that go beyond the mere presentation of a final recommendation (section 5).

3. Methods

For our envisioned cognitive engagement scale, we drew some general inspiration from the Technology
Acceptance Model (TAM) [52], and the Usability and Ease of Use Questionnaire (USE) [53]. These
self-report scales are widely used in human-computer interaction and measure the acceptance and
usability of a technology through items, such as “It helps me to be more effective”. Similarly, a possible
item for the cognitive engagement scale could be: “It helps me to reflect” (see Table 2), where the level
of agreement can range from “extremely disagree” to “extremely agree”.

While TAM and USE provided some initial ideas for the content of our scale, we searched for
literature more closely related to our focus, specifically scales measuring cognitive engagement in
machine-assisted decision-making. The only relevant scale we found was the aforementioned AI
Workflow Reflective Thinking Questionnaire [31]. The non-validated questionnaire goes in a similar
direction to what we envision, so we adopted items from it (Table 2). We nevertheless found that it still
focuses too much on the decision outcome and only partially assesses cognitive engagement.

From the educational domain, two reviews on measuring cognitive engagement proved to be useful
[24, 23]. Although most of the listed scales are too context-specific and thus not directly applicable
to our use case, they served as a starting point. In addition, these reviews discuss the relationship
between cognitive engagement and various (psychological) factors as well as metacognitive tasks such
as motivation, self-efficacy, self-regulation, and self-reflection, as we mentioned before (section 2.3).

To identify other potentially relevant items and scales, we used the factors associated with cognitive
engagement to search for individual scales. The generic search query was “keyword + (scale OR
questionnaire OR measure)”, where keywords were cognitive engagement, critical thinking, reflection,
deliberation, self-efficacy, decision-autonomy, motivation, and confidence.

As an inclusion criterion, we used the perceived usability and applicability of the scales to assess the
extent of the decision-maker’s cognitive engagement during machine-assisted decision-making and the
extent to which the DSS contributed to promoting cognitive engagement. Accordingly, the scales had
to be somewhat generic. Some scales were too specific to other domains or tasks and thus less useful.
For example, a scale to measure the level of confidence in nursing students contains items like “Dealing
with upset of angry relatives” [54], or a scale to measure reflection competencies of clinical nurses asks
“I think about what I can do for patients in addition to my assigned tasks” [55]. Moreover, we decided
to only include publicly available scales.

We reused and adapted items from the collected scales to create relevant items (Table 2). The
adaptation was quite simple. For example, we replaced “facts about medication choices” with “recom-
mendation”. Furthermore, we replaced context-specific information, e.g., “ideas in course material” with
more general “information” or “DSS recommendation”. We have also added context where necessary to
make the items more suitable for the task of decision-making.

4. Collection of Self-Report Scales

We provide a collection of relevant existing scales that can help identify and generate items for a scale
that assesses cognitive engagement in machine-assisted decision-making (Table 1). We will discuss
scales for measuring cognitive engagement in education [25], as well as various scales on factors related
to cognitive engagement, such as decision self-efficacy, motivation, deliberation, and reflection.

In addition, we provide some example items to show how existing scales can function as inspiration
and how items can be reused or adapted to create potential items for a cognitive engagement scale in
machine-assisted decision-making (Table 2). From these example items, potential dimensions of a scale



Table 1
A non-exhaustive collection of scales for measuring cognitive engagement and associated factors.

Scale Description

AI Workflow Reflective Think-
ing Questionnaire [31]

14-item 5-point Likert scale to capture reflective thinking behaviours in
AI-assisted workflows.

Cognitive Engagement with
Technology [25]

10-item 5-point scale to assess how students use technology to perform
cognitive learning activities (retrieving, processing, generating), building
on Bloom’s Digital Taxonomy.

Cognitive Strategy Use
and Motivation [23]

41-item scale to assess academic achievement. Items are categorised into
type and degree of cognitive strategy use (deep/shallow, with motivation
as modulator), use of self-regulatory processes (goal setting, planning,
monitoring learning, and self-reflection and reaction), and degree of effort
exerted.

Decision Self-Efficacy [56] 11-item 5-point scale to measure self-confidence or beliefs in one’s abilities
in decision-making, including shared decision-making.

DelibeRATE [57] 9-item 7-point scale assessing to which extent patients were willing to
make a decision about the surgery to be chosen.

Groningen Reflection Ability
Scale [58]

23-item on 5-point scale assessing personal reflection abilities (self-
reflection, empathetic reflection, and reflective communication) of medical
students.

Sense of Agency [41] 13-item scale to measure person’s belief of having agency.

can be derived, such as understanding, confidence, evaluating information, comparing alternatives, and
reflection.

The AI Workflow Reflective Thinking Questionnaire assesses the extent to which knowledge workers
reflect on the recommendations provided by a decision-support system. The scale was specifically
developed to evaluate a prototype proposed by the same authors, which, as mentioned above, provides
provocations to recommendations [31]. Nevertheless, since a future scale should gauge the level of
reflection, some items can be reused and adapted for our purposes.

The Cognitive Engagement with Technology (CET) Scale measures how students use technology
for different cognitive tasks [25]. These cognitive tasks are derived from Bloom’s Digital Taxonomy,
which integrates the use of technology to the original Bloom’s taxonomy [59]. In Bloom’s taxonomy,
cognitive processes are categorised into the following: remembering, understanding, applying, analysing,
evaluating, and creating. In our context, a DSS should ideally support certain cognitive tasks. As will
become apparent in Table 2, the dimensions understanding, analysing, and evaluating are likely to be
of great importance in a future scale for cognitive engagement.

The Cognitive Strategy Use and Motivation Scale measures the motivation of students and its impact
on cognitive engagement [23]. The scale consists of three dimensions, namely self-regulation, deep
strategy use, and shallow strategy use. Especially the distinction between deep and shallow engagement
could be helpful for a future scale. As the author notes, deep engagement is an active and intentional
process, whereas shallow engagement involves “cognitive actions that are more mechanical than
thoughtful (e.g., rote rehearsal and verbatim memorization strategies)” [23, p.15]. For our purposes, it
seems desirable that decision-makers engage deeply with the information provided by a DSS and the
other decision-relevant information, and that the DSS promotes this behaviour. Accordingly, a scale
should capture the level of engagement.

The Decision Self-Efficacy Scale measures confidence in making an informed choice about available
treatment options [56]. In our context, and as mentioned earlier, confidence is associated with less
reliance on DSS and better decision-making. Moreover, higher confidence is likely to require deep en-
gagement (previous scale) with the decision, the prevailing assumptions, and the possible consequences.
A future scale for cognitive engagement should therefore measure how confident the decision-maker is.

The DelibeRATE Scale, developed for a medical context, assesses the deliberation process and “the
extent to which participants were thinking about their decision” [57, p.212], where a higher score



Table 2
Examples of reusing and adapting existing scales and items to create relevant items to measure cognitive
engagement in machine-assisted decision-making.

Scale Sample Items Adapted Items

AI Workflow Reflective Think-
ing Questionnaire [31]

• I updated my understanding of my own
preferences.

• I updated my understanding of the AI
system and its limitations

• I was critical or sceptical of the AI sug-
gestions.

• I considered the possibility that the AI
suggestion could be wrong.

The DSS helped me to

• be aware of my preferences/assumptions.
• understand how the DSSworks andwhat

the limitations are.
• evaluate the recommendation.
• explore alternative solutions.

Cognitive Engagement with
Technology [25]

Indicate how often you use technology to

• compare multiple sources of information.
• analyse different aspects of a problem or

issue.
• assess the quality of an online source.

The DSS helped me to

• compare multiple sources/pieces of infor-
mation.

• analyse different aspects of a problem or
decision.

• assess the quality of a recommenda-
tion/prediction.

Cognitive Strategy Use and
Motivation [23]

Deep Strategy Use Dimension

• I compared and contrasted different con-
cepts.

• I evaluated the usefulness of the ideas
presented in course materials.

• I made sure I understood material that I
studied.

The DSS helped me to

• compare and contrast different options.
• evaluate information.
• understand how the recommendation
was made.

Decision Self-Efficacy [56] I feel confident that I can

• get the facts about the medication
choices available to me.

• get the facts about the risks and side ef-
fects of each choice.

• understand the information enough to
be able to make a choice.

I am confident that I

• understand each DSS recommendation.
• understand the consequences and risks

of the recommendation.
• understand the recommendations

enough to make a decision

DelibeRATE [57]

• I know enough about each option to help
me decide.

• I know about the advantages and disad-
vantages of each option.

• I can judge which option is better for me.

• I know enough about each option to help
me decide.

• I know about the advantages and disad-
vantages of each option.

• I can judge which option is better for me
/ the affected person (e.g., patient).

Groningen Reflection Ability
Scale [58]

• I take a closer look at my own habits of
thinking.

• I want to know why I do what I do.
• I am aware of the emotions that influence

my thinking.
• I can see an experience from different

standpoints.
• I reject different ways of thinking.

The DSS helped me to

• assess my own habits of thinking.
• understand why I am accepting/rejecting

this recommendation.
• become aware of the emotions / cognitive

biases that influence my thinking.
• to consider different viewpoints.
• consider different ways of thinking/solu-

tions.

Sense of Agency [41]

• I am in full control of what I do.
• I am the author of my actions.

• I feel in control of the decision.
• I feel I make the final decision (I am not

merely following the recommendation).
• The DSS supports my own reasoning.



indicates the readiness to decide which treatment option to choose. The more one thinks about their
decision, the more likely they are to be confident about it. The DelibeRATE scale thus has some overlaps
with the Decision Self-Efficacy Scale.

The Groningen Reflection Ability Scale (GRAS) measures the ability of medical students and doctors
to reflect on their behaviour [58]. The authors distinguish between three cognitive-emotional levels of
reflection, namely clinical reasoning, scientific reflection, and personal reflection. GRAS focuses on
personal reflection, i.e., reflection on emotions, assumptions, and beliefs based on experiences, which,
according to the authors, is a process of sense-making. Similarly, a future scale for cognitive engagement
should take into account this sense-making process during decision-making and the role of cognitive
biases in this process.

The Sense of Agency (SoA) Scale measures a person’s belief that they have agency [41]. Although
rather general, the scale can help to create items that inquire about the (perceived) control of the
decision-maker. For example, items can ask about the “ownership” of a decision, which also implies
that the decision-maker knows the reasons for an action and possible influencing factors instead of
unthinkingly accepting a machine recommendation.

5. Discussion

We presented a starting point for the creation of relevant items for a scale to measure cognitive
engagement in machine-assisted decision-making. To this end, we have compiled a collection of
promising and relevant available scales for our context (Table 1). Since these scales are used in education
or healthcare, we have also provided examples of how items could be reused and adapted (Table 2). As
can be seen, various items overlap, e.g., from the Decision Self-Efficacy Scale and the DelibeRATE Scale.
The next step in creating a scale thus requires the differentiation and reduction of items, and possibly
the addition of further items not covered here. A challenge in this regard is to find a balance between a
scale that is too generic and one that is too context-specific. It might be necessary to select different
items from different scales, based on case-specific and context-dependent requirements.

In addition, the right balance (factor loading) and amount of items must be found. For example,
confidence in a decision can be counterproductive to cognitive engagement if the decision-maker is
overconfident and does not engage with the information or scrutinise their (biased) assumptions. In
order to create a counterbalance to overconfidence, items are needed that, for example, ask about
the degree of reflection and the consideration of alternatives [35]. It is important that items are
designed in such a way that they take into account the entire decision-making process, and not just
focus on the outcome of the decision or recommendation of the DSS. To delineate this focus, different
dimensions of a scale could be helpful, such as understanding, confidence, evaluating information,
comparing alternatives, and reflection, with the dimensions understanding and confidence emphasising
the outcome, and the others the process.

The objective of the developed scale could be twofold, which leads to different formulations of the
scale items. First, a scale could measure the extent to which a system or DSS promotes cognitive
engagement in the form of critical thinking and reflection. Second, taking cognitive dispositions into
account, it could measure the extent to which the decision-maker engages cognitively while interacting
with a DSS, e.g., by evaluating information. As Greene [23, p.27] notes:

[...] cognitive engagement is not a stable characteristic of either a learner or a learning
environment but rather a fluid set of processes that can be influenced by learners themselves
and by the environment.

In view of this, decision-support systems, i.e., the technological environment, can influence critical
thinking and cognitive engagement as much as the decision-makers.

Scale items could therefore either be phrased as (1) “The DSS helped me to evaluate the recommenda-
tion” or (2) “I evaluated the machine recommendation”. We assume the scale would need to address
both dimensions. Nevertheless, some means or information are necessary to evaluate the machine



recommendation (2), which ideally is provided by the DSS. We therefore suggest that the focus of
the scale should be on assessing the extent to which the decision support-system supports cognitive
processes related to cognitive engagement (1). For this reason, we adapted the Groningen Reflection
Ability Scale, which originally assesses personal reflection (2), and changed the items to assess the
extent to which a DSS contributes to reflection (1).

With the development of a scale for cognitive engagement in machine-assisted decision-making, we
also like to draw attention to the design of decision-support systems. As mentioned, DSSs typically
emphasise the outcome of the decision by providing recommendations, while key evaluation metrics
focus on decision accuracy, performance, and efficiency [27]. We believe that not only the evaluation
but also the design of DSSs would benefit from more attention to the underlying decision-making
process [36]. Ideally, future systems will support cognitive processes like deliberation and reflection, as
well as promote psychological characteristics, such as motivation and self-efficacy.

In the meantime, a future scale itself could prove to be a useful intervention in the form of a reminder,
helping decision-makers to become aware of the need to evaluate the DSS recommendation. In line
with this, the scale could also be used for training purposes and support AI literacy.

6. Conclusion

Current evaluation methods of decision-support systems do not take into account cognitive engagement
and are thus not sufficient to measure it. Yet, assessing cognitive engagement becomes increasingly
important considering the overreliance on decision-support systems or similar aids and its consequence
of deskilling. We have therefore provided a starting point for the first phase of scale development,
namely the identification and creation of relevant items (Table 2). In the next steps, a complete scale
would have to be constructed and then validated.

A future scale for cognitive engagement in machine-assisted decision-making has the potential to shift
the focus from decision accuracy, performance, and efficiency, to more human reflection, deliberation,
and critical thinking. Cognitive engagement can serve as a new evaluation metric and thus contribute
to the design and development of (future) decision-support systems that support cognitive factors in
the decision-making process instead of just providing final recommendations.
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