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Abstract
The rapid growth of scholarly literature poses challenges for efficient and effective information retrieval. Existing
Question Answering over Knowledge Graphs (KGQA) systems, particularly those relying on Semantic Parsing,
struggle with schema dependency and required training data. In this paper, we introduce HubLink, a schema-
agnostic, training-free KGQA approach leveraging pre-trained Large Language Models to enhance scholarly
search with semantic aspects. HubLink structures (research) knowledge graphs into conceptual hubs, enabling
source-aware inference for literature. For evaluation, we use the Open Research Knowledge Graph as the
underlying knowledge base and utilize a dataset from software architecture research to populate the graph. The
empirical results show that our approach HubLink outperforms three state-of-the-art baselines, especially for
complex queries, marking a major advancement in scholarly KGQA. In future work, we aim to explore more
advanced techniques to improve the final answer generation.

Keywords
Research Knowledge Graphs (RKG), Question Answering over Knowledge Graphs (KGQA), Retrieval-Augmented
Generation (RAG)

1. Introduction

Despite advances in digital publishing, scholarly communication remains fundamentally document-
centric, with scientific knowledge fragmented across isolated articles [1, 2]. This prevents researchers
from effectively interlinking related findings, methodologies, and datasets across publications [2]. The
resulting isolation creates major barriers to knowledge discovery, particularly as the exponential growth
of scientific literature makes comprehensive literature review increasingly infeasible [1, 2]. Furthermore,
traditional keyword-based search methods in this context are hindered by lexical variability, including
synonyms, abbreviations, and misspellings, further complicating information retrieval [3].

Recent progress in Large Language Models (LLMs) offers new opportunities for natural language-
based scholarly search. In particular, LLMs show potential for enabling question answering (QA)
interfaces that allow to query large bodies of scientific content. However, relying solely on the internal
knowledge of pre-trained LLMs is problematic, as it often leads to shallow, unverifiable, or hallucinated
responses [4]. Retrieval-Augmented Generation (RAG) has emerged as a promising approach to mitigate
these issues by enriching LLM responses with context retrieved from an external knowledge base [5].
However, current naive RAG systems, i.e., based on embeddings and vector stores, suffer from limited
retrieval precision and fail to synthesize information coherently across multiple sources [6].

To address these limitations, structured representations of scholarly knowledge, specifically Research
Knowledge Graphs (RKGs) such as the Open Research Knowledge Graph (ORKG) [1, 2], have been
proposed as a means to transition from document-centric to knowledge-centric scholarly communication.
RKGs represent entities and relationships extracted from scholarly content in a machine-readable format,
enabling more expressive and interconnected queries.
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While KGQA has achieved notable success in open-domain applications, its adaptation to scholarly
knowledge remains largely unexplored. The few existing approaches in the scientific domain predomi-
nantly rely on semantic parsing (SP) methods, which require extensive training data and domain-specific
query templates. These SP-based systems face critical limitations: they struggle to scale across diverse
research domains, cannot adapt to the continuously evolving schemas of RKGs, and fail to capture
the nuanced semantic relationships inherent in academic discourse. Moreover, their dependence on
predefined patterns makes them ineffective for the complex and multifaceted queries typical of scholarly
queries. Therefore, we aim to advance academic knowledge discovery by creating a schema-agnostic
KGQA system for complex scholarly queries without requiring domain-specific training.

To address our objective, we ask the following research questions (RQs):

1. How can the limitations of schema-dependent and training-based KGQA systems in scholarly domains
be overcome by integrating RKGs with LLMs for schema-agnostic and provenance-aware retrieval?

2. What is the performance of such an approach when benchmarked against state-of-the-art approaches
on scholarly datasets?

To address our research questions and overcome the limitations of existing approaches, we propose
HubLink, a novel training-free and schema-agnostic retrieval approach for scholarly KGQA that or-
ganizes Knowledge Graphs (KGs) into conceptual hubs to enable efficient, source-aware retrieval. To
systematically evaluate KGQA systems in scholarly contexts, we introduce a comprehensive taxonomy
for categorizing academic queries based on their complexity and information needs. Using this tax-
onomy, we evaluate HubLink on a literature search task in the software architecture (SWA) research
domain utilizing the ORKG [1, 2] as KG. Our experimental results show that HubLink outperforms
three state-of-the-art KGQA baselines, performing particularly better at complex, multi-hop queries
that require information from multiple sources. These contributions advance the field toward more
effective and scalable KGQA systems for academic knowledge discovery. The supplementary material
associated with this paper is publicly available in our replication package [7].

2. HubLink: KGQA by Graph Decomposition

In this section, we present HubLink in response to our first research question, which addresses the
challenge of overcoming schema dependencies while enabling provenance-aware retrieval. HubLink is
our novel schema-agnostic, training-free KGQA approach that employs a GraphRAG-inspired pipeline
comprising indexing, retrieval, and generation stages. The approach decomposes KGs into semantically
coherent subgraph structures, so-called “hubs”, during indexing, enabling source-aware retrieval with
full traceability and provenance, which are essential requirements for scholarly literature search.
The indexing phase identifies root entities, constructs hubs through structured graph traversal, and
stores them in vector databases for efficient retrieval (Section 2.1). HubLink implements two retrieval
strategies: Graph Traversal Strategy and Direct Retrieval Strategy (Section 2.2). The generation phase
synthesizes answers while maintaining explicit source links to graph origins, ensuring both relevance
and traceability (Section 2.3). This architecture delivers transparent KGQA with verifiable provenance,
addressing the interpretability demands of academic and research contexts. An overview of our retrieval
approach, HubLink, is depicted in Figure 1.

2.1. Indexing

HubLink’s indexing process transforms KGs into structured sets of interlinked subgraphs (Hubs) that
serve as primary retrieval units for Question Answering (QA). The process begins by selecting start
entities as initial traversal points, then identifies Hub Root entities through graph traversal until
reaching leaf nodes or other Hub Roots. Each Hub Root anchors Hub Paths, i.e., directed paths to
terminal nodes. Hub Roots and their associated Paths collectively define Hubs.



External Data Linking

Vector Store

RetrievalUser Question in
Natural Language

Topic Entity

Direct Retrieval Strategy

Graph Traversal Strategy

Final AnswerExternal 
Database

Input
Output
Alternatives

Dataflow
Optional Dataflow

Research
Knowledge 
Graph

Hub Indexing
Subgraph
Structures

Storage

Knowledge Base

Extract Question
Components

Legend:

Partial Anwer
Generation

LLM / Embedding

Partial
Answer(s)

Retrieval
Retrieved
Context(s)

Final Anwer
Generation

Score and 
Prune Hubs

Figure 1: Overview of our approach HubLink, covering the phases of indexing, retrieval, and answer generation

Each Hub Path undergoes a multi-step transformation and indexing pipeline: (1) LLM generation of
textual descriptions, (2) parsing into structured components, including RDF-like triples and entities, (3)
embedding into a vector space via pre-trained models, and (4) storage in vector databases supporting
Approximate Nearest Neighbor (ANN) search [8, 9].

The vectors include essential metadata (Hub Root identifiers & LLM-generated descriptions), enabling
traceable retrieval during queries. The indexing process is recursively applied to Hub Path endpoints
until it reaches leaf nodes or the maximum traversal depth, ensuring controlled graph coverage.

Since retrieval relies entirely on indexed data, maintaining consistency between knowledge graphs
and indices is critical. As such, the approach implements two complementary update strategies: Fixed
Update for complete scheduled synchronization and Dynamic Update, where the (real-time) changes in
the graph define the required updates, enabling consistent KGQA in dynamic graph environments.

2.2. Retrieval

HubLink’s retrieval identifies relevant hubs and paths for generating partial answers used in final answer
generation. Two strategies are supported: (a) Direct Retrieval Strategy for fast retrieval with potential
accuracy reduction in locally scoped queries, and (b) Graph Traversal Strategy for higher precision in
local queries at increased execution cost. Both strategies require question preprocessing: (i) computing
full question embeddings via pre-trained models, (ii) extracting semantic components (entities, types,
time expressions, constraints) via LLM for precise matching, e.g., "Which papers have been published
by CEUR-WS.org in 2020?" decomposes to [’Publisher’, ’CEUR-WS.org’, ’2020’], and (iii) individually
embedding and aggregating extracted components. To support fine-grained retrieval for complex
queries, the input includes the original question, semantic components, and vector representations.

The Direct Retrieval Strategy uses ANN search [8, 9] within the precomputed vector index (cf. Sec-
tion 2.1) for efficient KG content retrieval without graph queries, emphasizing speed and simplicity.
Following question preprocessing, the strategy iteratively queries the vector store to collect candidate
hubs, avoiding duplicates and terminating early when no new results are found. Retrieved hubs undergo
refinement to standardize path counts: excess paths are pruned while insufficient hubs receive additional
paths via vector search based on hub root entities. Final hubs are scored, ranked, filtered for processing,
and then generate intermediate responses. If one or more partial answers exist, they are synthesized
into a coherent final answer (cf. Section 2.3).

Starting from Hub roots, the Graph Traversal Strategy explores the KG structure to identify
relevant information, incorporating structural graph information through bidirectional path traversal.



The process initializes bidirectional search from the entry entity, preprocessing the input question as
described above. Using these values, traversal proceeds iteratively up to a predefined maximum depth.
At each level, the algorithm checks for available entities, identifies reachable hub candidates from the
current entity set, and determines the next entities for exploration. Found hub candidates are ranked
by relevance, with top-ranked hubs used to generate partial and final answers (cf. Section 2.3). If no
answers are produced, traversal continues to the next level.

HubLink’s Pruning filters irrelevant hubs before answer generation, increasing efficiency and
accuracy by evaluating candidate hubs based on their associated path relevance. Each hub receives a
weighted relevance score computed by aggregating individual path scores, with higher-scoring paths
receiving greater weight to ensure highly relevant information dominates the hub’s final score. This
weighting prioritizes hubs that contain highly informative paths while minimizing the impact of weaker
paths. The approach ranks the scored hubs and keeps only those that exceed a predefined threshold.
The goal is to produce semantically aligned hubs that support focused, accurate responses.

2.3. Answer Generation and Information Linking

Partial answer generation serves as HubLink’s key intermediate step, building the foundation for
final answer synthesis. This step utilizes KG information and supports the integration of external
contextual data through linking procedures, enabling enhanced reasoning despite graph incompleteness
or insufficient content. The generation takes a hub and processed question as input; for the graph
traversal strategy, it includes a path connecting the hub to central topics, converted to natural language.
The LLM receives the question, Hub Path descriptions, triples, and external knowledge, generating
partial answers only when data sufficiently supports meaningful responses; otherwise, the Hub is
skipped. This ensures context-aware, semantically grounded answers that are potentially enriched
beyond the graph.

Final answer generation synthesizes partial answers into a single response. To achieve this,
HubLink takes the user’s question, the partial answers, and the paths they came from, and prompts an
LLM to merge them. The prompt can be adjusted based on the task, e.g., in a literature search, the model
is asked to insert citation tags into the answer to indicate where each claim came from. At the end of the
answer, the approach adds a list of all the sources that were referenced. To make the results explainable
and traceable, HubLink also returns a list of the actual triples (subject-predicate-object statements) from
the KG that were used to generate the answer. It starts by sorting the retrieved paths by relevance, then
collects all the triples they contain. These triples are passed, along with the question and final answer,
to an LLM, which identifies only those triples that were actually relevant to the answer. This means
that users not only get a clear and concise answer but also see which parts of the graph were used to
create it, supporting transparency and helping build trust. This feature is especially useful in research
contexts, where it is important to know an information’s origin.

3. Evaluation

In this section, we evaluate HubLink in terms of performance benchmarking, addressing our second
research question. To systematically assess retrieval quality and answer alignment, we use the Goal,
Question, Metrics (GQM) approach [10, 11]. We first describe our experimental setup (Section 3.1), then
present results organized by evaluation goals (Section 3.2).

3.1. Setup

This section describes the experimental setup for evaluating HubLink against state-of-the-art baselines.



3.1.1. Evaluation Metrics

In RAG systems, retrieval quality is fundamental to overall performance, as irrelevant or missing
documents directly impact the quality of generated answers.

We employ various common information retrieval metrics to evaluate the effectiveness of document
retrieval. For this, we use four rank-agnostic metrics. Accuracy provides an assessment of the ratio of
correctly retrieved contexts compared to the total number of retrieved contexts. Precision quantifies
the fraction of retrieved documents that are relevant, indicating the retrieval system’s ability to avoid
false positives. Recall measures the fraction of relevant documents that are successfully retrieved,
capturing the system’s completeness in finding information. The F1 score combines precision and
recall into a single harmonic mean, providing a balanced measure that penalizes systems performing
poorly on either metric. Additionally, we employ rank-aware metrics that consider the order of retrieved
documents, as ranking quality is crucial for RAG systems that typically use only the top-k results.
Hits@K measures the fraction of queries where at least one relevant document appears within the top-k
retrieved results, providing insight into retrieval success at different cut-off points. Mean Reciprocal
Rank (MRR) computes the average of the reciprocal ranks of the first relevant document for each query,
emphasizing the importance of ranking relevant documents highly. Mean Average Precision (MAP)
calculates the average precision across different recall levels for each query, offering a comprehensive
view of ranking quality across all relevant documents. Exact Match (EM) quantifies the proportion of
queries where the retrieved contexts exactly match the expected ground-truth contexts, providing a
strict binary evaluation of retrieval correctness.

Beyond retrieval, we evaluate the quality of generated answers using established text generation
metrics adapted for scientific QA contexts. ROUGE [12] calculates n-gram, word sequence, and longest
common subsequence overlap between generated and reference texts, capturing lexical precision and
content coverage essential for factual accuracy. BLEU [13] measures n-gram overlap between generated
and reference answers, originally for machine translation but widely adopted for text generation.
BERTScore [14] uses pre-trained transformer embeddings to compute semantic similarity rather than
lexical overlap, suitable for scientific domains with paraphrasing and terminology variations. Using
the RAGAs framework [15], we also use the following metrics: The semantic similarity compares
the embeddings of the expected answer with the provided one, using OpenAI’s text-embedding-3-small
[16] and cosine similarity. Lastly, the string similarity uses basic string comparison metrics like
Levenshtein, Jaro, Jaro-Winkler, and Hamming distance.

Complementing traditional metrics, we employ LLM-as-judge evaluation using LLMs to assess answer
quality beyond lexical similarity [17, 18]. For this, we use the RAGAs framework [15] and the LLM gpt-
4o-mini [19] by OpenAI. We use the following key metrics for scientific RAG evaluation from the RAGAs
framework: Faithfulness ensures all answer claims are logically inferred from retrieved contexts,
crucial for scientific QA requiring accuracy and verifiability. Answer Relevancy evaluates question-
answer alignment, penalizing incomplete, verbose, or irrelevant responses. Factual Correctness
measures alignment between generated answers and ground-truth references. Instruction Following
evaluates whether generated answers comply with explicit formatting requirements in questions (e.g.,
ordering, aggregation, specific output structures).

When computing metrics across queries, multiple averaging approaches exist. We employ macro-
averaging, which computes metrics per query then averages, treating each query equally. We use this
averaging method for a balanced assessment across diverse query types and complexities, particularly
important for evaluating KGQA systems on heterogeneous scholarly questions.

3.1.2. Knowledge Base Variants

To evaluate how knowledge representation affects retrieval performance, we constructed four RKG
variants based on two orthogonal characteristics: path length and contribution granularity.

Path length determines the semantic depth of graph traversals. Long paths preserve rich semantic
relationships through detailed intermediate nodes, enabling more expressive queries but requiring ex-



tensive traversal operations. Short paths collapse these relationships into direct connections, simplifying
retrieval at the potential cost of semantic expressiveness.

Contribution granularity affects how research contributions are represented. Distinct contribution
nodes create separate graph entities for each contribution within a paper, maintaining clear boundaries
between different research outputs and their associated metadata. Cumulative contribution nodes
consolidate all contributions from a paper into a single node, reducing graph complexity but potentially
blending distinct research outputs.

Combining these characteristics yields four evaluation variants: Variant 1 (GV1) contains long paths
with distinct contribution nodes (maximal semantic richness); Variant 2 (GV2) has long paths with
cumulative contribution nodes (balanced semantic depth); Variant 3 (GV3) has short paths with distinct
contribution nodes (simplified structure, preserved granularity); Variant 4 (GV4) contains short paths
with cumulative contribution nodes (minimal complexity).

3.1.3. Question Taxonomy & Dataset

To structure our evaluation, we developed a comprehensive question taxonomy. This allows us to
categorize questions and construct a question dataset that contains a fair mixture of different kinds
of questions. For this paper, we focus on the categories based on retrieval operations required for
answer generation. Drawing from KGQA dataset literature and scholarly research question frameworks
[20, 21, 22, 23, 24, 25, 26, 27], we identified the following eight distinct question categories.

Basic questions enable direct answer retrieval without additional operations (e.g., “What is the defini-
tion of the Client-Server software architecture pattern?”). Relationship questions necessitate identifying
connections or dependencies between information elements, such as causalities or correlations (e.g.,
“Which components in a client-server software architecture need to communicate with each other?”).
Negation questions require detecting conditions that do not hold, based on explicit negation or absent
information (e.g., “Which KGQA approach does not use training?”). Aggregation questions demand
synthesizing multiple information pieces (e.g., “What is the average runtime of systems based on the
client-server architecture?”). Counting questions involve enumerating relevant data points (e.g., “How
many KGQA approaches were published between 2020 and 2024?”). Superlative questions require
identifying extremes among multiple data points (e.g., “Which architecture pattern ensures lowest
latency?”). Ranking questions necessitate ordering multiple data points according to specified criteria
(e.g., “How do training-free KGQA approaches perform, sorted by F1 score?”). Comparison questions
require evaluating attributes across two or more data points (e.g., “Is method A better than method B?”).

We constructed our evaluation dataset using a curated, domain-specific dataset from the SWA
research domain by Konersmann et al. [28] comprising 153 scientific publications from the European
Conference on Software Architecture (ECSA) and the International Conference on Software Architecture
(ICSA). Each publication is annotated w.r.t. multiple dimensions, including research object, evaluated
property, evaluation method, paper class, bibliographic metadata, and others. An overview of the
data schema is presented in [29]. We use this dataset to populate the ORKG according to each of the
four knowledge base variants (see Section 3.1.2). Using these templates, we generated a QA dataset
grounded in KG statements. The final dataset comprises 170 questions paired with ground-truth answers
and corresponding KG statements required for answer generation, with variations adapted for each
knowledge base variant.

3.1.4. Baselines

For the evaluation against state-of-the-art approaches, we established specific criteria for baseline
selection. Given our focus on training-free scholarly KGQA, we required baseline approaches to
be: (1) LLM-based KGQA systems, (2) training-free to ensure fair comparison with HubLink, and (3)
accompanied by available and functional source code to enable reproducible evaluation. Our baseline
selection process followed a systematic review of two comprehensive KGQA surveys by Pan et al.
[30] and Peng et al. [31]. From this systematic review, we identified three approaches that met all our



criteria and represent different paradigms within training-free KGQA: Direct Fact Retrieval (DiFaR)
[32], FiDeLiS [33], and MindMap [34]. Notably, all selected baselines are published at top-tier ACL
venues (2023-2025), ensuring methodological rigor and community validation.

Direct Fact Retrieval (DiFaR) [32] indexes KG triples as embeddings, then uses ANN search to
retrieve the closest triples for each query. Retrieved triples serve as context for answer generation, with
an optional LLM-based reranking refinement step.

FiDeLiS [33] performs beam search from designated entry points using LLM-generated strategic
plans that extract keywords and convert queries to declarative format. It iteratively retrieves and
embeds relational paths, scoring them against keyword embeddings to maintain top-N candidates until
either the termination criteria or the maximum path length is reached, then generates answers from
the candidate paths.

MindMap [34] embeds all KG entities and uses LLM-driven entity extraction with ANN search to
identify relevant entities from questions. It constructs evidence subgraphs, i.e., shortest paths between
entities and 1-hop neighborhoods, then converts them to natural language descriptions via LLM to
serve as context for answer generation.

3.1.5. Parameter Selection

HubLink, as well as the selected approaches, all require certain parameters to be selected. Due to
practical constraints, including high costs and time requirements for LLM experiments, a fully-fledged
parameter optimization process is infeasible. Thus, we employ a parameter selection process using the
One-Factor-a-Time (OFAT) method [35] to optimize retrieval performance based on Recall and Hits@10
metrics. The following enumerates the individual parameters. Italic parameters served as the baseline
for the OFAT method. In the evaluation, we use the parameters that have shown the most promising
results. For parameter optimization, we utilized a reduced dataset of 44 diverse questions, following the
same construction methodology as the full dataset, evaluated against GV1. Details on the individual
results can be found in the replication package.

General parameters for all approaches: LLM models (Closed: gpt-4o-mini [19], gpt-4o [36],
o3-mini [37]; Open: Qwen2.5-14B [38], Llama3.1-8B [39]), embedding models (mxbai-embed-large
[40], text-embedding-3-large [16], granite-embedding [41]), question augmentation (false/true), and
reranking (false/true).

HubLink-specific parameters: traversal strategy (false/true), extract question components
(false/true), top paths to keep (10/20/30), number of hubs (10/20/30), filter output context (false/true),
diversity ranking penalty (0/0.01/0.05/0.1), and path weight alpha (0/3/5/9).

Baseline parameters: DiFaR uses number of results (30/60/90/120/150) and distance metric
(cosine/IP/L2); FiDeLiS employs top-k (10/20/30), top-n (10/20/30), and alpha (0.1/0.3/0.6); MindMap con-
siders final paths to keep (10/20/30), shortest paths to keep (10/20/30), and neighbors to keep (10/20/30).

Besides the above parameters, we have different variants of HubLink Configurations: The T
variant utilizes the graph traversal strategy of HubLink. This variant was also used in the parameter
selection process. HubLink D instead uses the direct retrieval strategy. The variant F is a fast version that
focuses on reduced runtime, employing the direct retrieval strategy, and limiting the number of hubs to
10 per question. The O variant adopts the T variant to use open models, i.e., the mxbai-embed-large
embedding model and the LLM Qwen2.5-14B.

3.2. Evaluation Results

In this section, we present the empirical results of our comprehensive evaluation across two main goals:
retrieval quality (Section 3.2.1) and answer generation quality (Section 3.2.2).

3.2.1. Evaluating Retrieval Quality

First, we evaluate the retrieval quality (Evaluation Goal 1). To address the three following evaluation
questions associated with this evaluation goal, we use the metrics Precision, Recall, F1-score, Hits@10,



Table 1
Retrieval performance of HubLink variants and baseline KGQA approaches on graph variant GV1

Approach Recall Precision F1 Hits@10 MAP@10 MRR@10 EM@10

HubLink (T) 0.754 0.246 0.328 0.512 0.299 0.502 0.298
HubLink (D) 0.709 0.221 0.277 0.436 0.259 0.486 0.273
HubLink (F) 0.649 0.278 0.344 0.451 0.267 0.473 0.290
HubLink (O) 0.559 0.144 0.188 0.408 0.272 0.526 0.222
DiFaR 0.352 0.011 0.022 0.208 0.151 0.297 0.104
Mindmap 0.119 0.030 0.045 0.015 0.002 0.013 0.007
FiDeLiS 0.093 0.053 0.063 0.093 0.063 0.103 0.053

EM@10, MRR@10, and MAP@10.
Q1.1: What is the overall retrieval performance of the different Hublink variants in comparison

to the baselines, and which HubLink variant performs best?
Table 1 shows retrieval performance of HubLink variants and baselines on GV1.
HubLink with graph traversal (T) achieves best overall performance, surpassing direct retrieval

(D) which trades topic entity requirements for reduced effectiveness in complex graphs. HubLink (F),
runtime-optimized with limited scope, achieves highest Precision/F1, illustrating hub count-performance
trade-offs. The open variant (O) performs worst overall, though highest MRR@10 indicates effective
ranking when retrieving correct triples. Comparing HubLink to the competing approaches, HubLink
(T) achieves 0.754 Recall, doubling DiFaR’s 0.352, far exceeding Mindmap/FiDeLiS 10%. Despite low
Precision across models, HubLink (T)’s 0.246 shows improved relevance filtering. It leads in Hits@10
(0.512), MAP@10 (0.299), MRR@10 (0.502), though ranking limitations persist. HubLink variants
outperform baselines in retrieval accuracy/contextual relevance, with graph traversal (T) proving most
effective. Higher hub counts improve recall but reduce precision/ranking quality. Embedding-based
methods offer clear advantages for scholarly KGQA despite filtering/ranking limitations.
Summary Q1.1: HubLink substantially outperforms baseline KGQA approaches in both recall and

precision, more than doubling the recall of the next best baseline. While ranking performance needs
improvement, HubLink demonstrates superior retrieval of contextually relevant triples.

Q1.2: Which performance influence do the different required retrieval operations have?
Table 2 shows the performance across the eight retrieval operations (cf. Section 3.1.3). The results are

based on graph variant GV1. HubLink excels at Basic operations (highest Recall/Hits@10), indicating
strong single-triple lookup performance. Precision/F1 scores remain lower than Recall, especially for
Negation/Superlative operations, suggesting difficulty filtering relevant triples in complex reasoning.
HubLink (T)/(O) excel at Basic operations; (D)/(F) perform better on Comparative/Relationship queries.
Negation/Superlative operations consistently show reduced performance across variants.

Summary Q1.2: Recall peaks for basic operations but declines with reasoning complexity. The retrievers
struggle to distinguish relevant/irrelevant contexts, particularly for negation/superlative operations.

Q1.3: How robust to other graph schemas is the best HubLink variant compared to the baselines?
Table 3 shows retrieval performance across graph variants. HubLink demonstrates superior ro-

bustness to graph variation compared to baselines. Shorter paths improve performance across all
approaches, especially for Precision/ranking metrics. The baselines show steeper performance declines
with increasing path length while HubLink maintains consistent superiority.

HubLink excels in multi-hop reasoning: as path lengths increase, baseline performance drops sharply
while HubLink sustains high Recall and better Precision/ranking scores. Despite a slight decrease in
precision with longer paths, HubLink remains most effective at retrieving deeply embedded information.

Summary Q1.3: HubLink demonstrates greater robustness across diverse graph structures. While shorter
paths improve all methods, HubLink notably outperforms baselines in multi-hop reasoning tasks.



Table 2
Impact of the retrieval operation on the performance of HubLink and the KGQA baseline approaches

Retrieval Operation Recall Precision F1 Hits@10 MAP@10 MRR@10 EM@10
H

ub
Li

nk
(T

)

basic 0.917 0.382 0.480 0.917 0.445 0.490 0.389
aggregation 0.810 0.209 0.285 0.497 0.225 0.347 0.240
counting 0.840 0.275 0.372 0.644 0.357 0.526 0.340
ranking 0.817 0.321 0.414 0.561 0.360 0.576 0.363
comparative 0.742 0.262 0.366 0.456 0.320 0.560 0.296
relationship 0.628 0.254 0.314 0.410 0.298 0.528 0.331
negation 0.584 0.072 0.122 0.244 0.125 0.419 0.144
superlative 0.656 0.129 0.193 0.319 0.207 0.540 0.237

D
iF

aR

basic 0.528 0.006 0.006 0.167 0.083 0.083 0.017
aggregation 0.365 0.008 0.017 0.236 0.199 0.302 0.083
counting 0.350 0.007 0.017 0.257 0.215 0.267 0.092
ranking 0.164 0.005 0.013 0.111 0.089 0.190 0.058
comparative 0.363 0.014 0.029 0.247 0.130 0.331 0.154
relationship 0.380 0.017 0.032 0.270 0.239 0.545 0.196
negation 0.364 0.013 0.031 0.219 0.107 0.308 0.131
superlative 0.346 0.018 0.034 0.113 0.087 0.278 0.075

M
in

dm
ap

basic 0.278 0.020 0.037 0.056 0.006 0.006 0.006
aggregation 0.115 0.031 0.046 0.004 0.000 0.004 0.004
counting 0.182 0.041 0.065 0.004 0.000 0.004 0.004
ranking 0.105 0.029 0.043 0.016 0.002 0.009 0.008
comparative 0.026 0.010 0.014 0.005 0.005 0.042 0.004
relationship 0.116 0.055 0.073 0.018 0.002 0.015 0.013
negation 0.054 0.020 0.029 0.023 0.003 0.023 0.019
superlative 0.079 0.030 0.041 0.000 0.000 0.000 0.000

Fi
D

eL
iS

basic 0.333 0.208 0.245 0.333 0.306 0.306 0.220
aggregation 0.035 0.016 0.022 0.035 0.013 0.028 0.017
counting 0.021 0.012 0.015 0.021 0.010 0.021 0.012
ranking 0.102 0.037 0.051 0.101 0.038 0.072 0.029
comparative 0.157 0.067 0.087 0.157 0.099 0.173 0.079
relationship 0.052 0.044 0.048 0.053 0.033 0.121 0.046
negation 0.011 0.011 0.011 0.010 0.010 0.062 0.006
superlative 0.045 0.047 0.045 0.045 0.019 0.062 0.031

3.2.2. Evaluating Answer Alignment

Second, we evaluate the answer generation quality (Evaluation Goal 2) of the best HubLink variant
(T) against the baselines on GV1. To answer the corresponding evaluation questions, we are using the
metrics BLEU, ROUGE, Semantic/String Similarity, BERTScore, and the LLM-as-judge metrics Factual
Correctness, Answer Relevancy, Instruction Following, and Faithfulness. Table 4 presents the results.

Q2.1: How semantically and factually consistent are the generated answers based on the retrieved
triples of HubLink in comparison to the baselines?

HubLink achieves the highest factual correctness Recall (0.543), but substantially lower than retrieval
Recall (0.754), indicating fact loss during generation. High ROUGE-1 Recall (0.757) may reflect lexical
overlap rather than factual accuracy. DiFaR/Mindmap show better retrieval-generation alignment,
suggesting more efficient fact retention. HubLink’s BERTScore Recall (0.678) trails DiFaR’s (0.702);
lower precision across metrics indicates structural/lexical divergence from references. Despite higher
factual correctness precision (0.301) than retrieval precision (0.246), HubLink lags behind DiFaR (0.290),
suggesting inclusion of extraneous content. HubLink produces comprehensive but verbose answers,
reducing factual focus.
Summary Q2.1: HubLink shows limited fact integration and semantic consistency. Answers include



Table 3
Evaluation results of the retrieval performance on different graph variants introduced in Section 3.1.2

Graph Recall Precision F1 Hits@10 MAP@10 MRR@10 EM@10
H

ub
Li

nk
(T

) GV1 0.755 0.246 0.327 0.513 0.298 0.500 0.299
GV2 0.759 0.276 0.352 0.518 0.333 0.522 0.324
GV3 0.812 0.350 0.423 0.596 0.408 0.650 0.406
GV4 0.804 0.393 0.452 0.597 0.425 0.661 0.444

D
iF

aR

GV1 0.352 0.011 0.022 0.207 0.150 0.295 0.104
GV2 0.314 0.009 0.019 0.199 0.142 0.268 0.096
GV3 0.523 0.017 0.035 0.302 0.230 0.442 0.154
GV4 0.528 0.017 0.035 0.304 0.228 0.449 0.158

M
in

dm
ap GV1 0.119 0.030 0.045 0.015 0.002 0.013 0.007

GV2 0.093 0.025 0.037 0.008 0.001 0.006 0.005
GV3 0.133 0.043 0.061 0.030 0.007 0.023 0.015
GV4 0.127 0.044 0.062 0.030 0.010 0.036 0.018

Fi
D

eL
iS

GV1 0.092 0.052 0.063 0.092 0.062 0.103 0.053
GV2 0.099 0.055 0.064 0.099 0.065 0.110 0.054
GV3 0.259 0.114 0.139 0.259 0.150 0.240 0.112
GV4 0.276 0.121 0.142 0.276 0.156 0.248 0.117

unrequested information and deviate structurally from references, evidenced by lower metric scores.
Q2.2: How relevant to the questions are HubLink’s answers in comparison to the baselines?
HubLink achieves the highest answer relevancy (0.570), outperforming Mindmap (0.545), FiDeLiS

(0.432), and DiFaR (0.203). However, 43% of answers lack optimal alignment. Notably, answer relevancy
measures semantic fit, not factual accuracy or hallucinations.
Summary Q2.2: HubLink leads in answer relevance, demonstrating strong semantic alignment with

questions, although its absolute performance indicates room for improvement.
Q2.3: How well does HubLink follow instructions in the question in comparison to the baselines?
Dataset questions often include explicit format instructions like ordering or aggregation. HubLink

achieves the highest Instruction Following score (0.653), 68% above Mindmap/FiDeLiS (0.388) and double
DiFaR (0.312). However, HubLink still fails to follow instructions in 34% of cases.
Summary Q2.3: HubLink outperforms baselines in instruction following, but inconsistent adherence

still requires improvement.
Q2.4: How aligned are the answers of HubLink (T) and the baselines to the retrieved contexts?
Faithful answer generation requires that outputs are strictly based on the retrieved context, avoiding

unsupported content. DiFaR achieves the highest Faithfulness score (0.645), while HubLink (0.445),
Mindmap (0.396), and FiDeLiS (0.112) show progressively weaker grounding to retrieved contexts.

Summary Q2.4: HubLink shows weaker contextual grounding than DiFaR. Improving faithfulness and
reducing unsupported claims remain key areas for future work.

4. Threats to Validity

This section analyzes potential threats to the validity of our experimental findings following the
classification proposed by Konersmann et al. [28].

External validity refers to the generalizability of experimental results beyond the specific exper-
imental context. One primary threat in our study is that the KGQA dataset questions may not fully
capture the diverse information needs of researchers across different domains. To mitigate this risk, we
systematically generated questions based on our structured taxonomy covering multiple query types and
six representative use cases for scholarly literature search, ensuring broad coverage of typical research
scenarios. Another threat concerns the use of experimental settings or tools that do not accurately



Table 4
Evaluation results for assessing the semantic and factual consistency of generated answers using the metrics
Factual Correctness (FC), BERTScore (BERT), ROUGE, String Similarity (Str. Sim.), Semantic Similarity (Sem.
Sim.), BLEU, Answer Relevancy, Instruction Following, and Faithfulness.

Approach FC-Reca. FC-Prec. FC-F1 BERT-Reca. BERT-Prec. BERT-F1

HubLink (T) 0.543 0.301 0.361 0.678 0.515 0.580
DiFaR 0.387 0.290 0.321 0.702 0.588 0.635
Mindmap 0.203 0.212 0.184 0.652 0.625 0.633
FiDeLiS 0.131 0.201 0.154 0.516 0.629 0.562

Approach ROUGE-Reca. ROUGE-Prec. ROUGE-F1 Str. Sim. Sem. Sim. BLEU

HubLink (T) 0.757 0.298 0.373 0.261 0.761 0.105
DiFaR 0.674 0.374 0.448 0.338 0.772 0.160
Mindmap 0.487 0.432 0.397 0.296 0.682 0.105
FiDeLiS 0.195 0.503 0.251 0.202 0.499 0.046

Approach Answer Relevancy Instruction Following Faithfulness

HubLink (T) 0.570 0.653 0.445
DiFaR 0.203 0.312 0.645
Mindmap 0.545 0.388 0.396
FiDeLiS 0.432 0.388 0.112

reflect real-world usage conditions. To address this, we developed an evaluation framework using the
RAG paradigm, which represents the current state of the art in QA systems. Additionally, we used
standard evaluation metrics for RAG-based systems and their established formulas and implementations
to ensure methodological rigor and comparability with related work.

Internal validity assesses whether observed effects stem from experimental manipulation rather
than confounding factors. Potential threats include implementation variations between baselines
and adaptation inconsistencies. To mitigate these, we used a custom framework integrating baseline
retrievers implemented according to their original descriptions and source code. Adaptations were
minimal to preserve original implementations, with all modifications documented for transparency.

Construct validity assesses whether experimental constructs are well-defined and properly opera-
tionalized. Given that our design is grounded in an established RAG evaluation framework and informed
by recent surveys, the risk to construct validity is low. However, several potential threats remain: (1)
testing a limited number of configurations per retriever may not capture the full performance space;
(2) reliance on automated metrics without human evaluation may introduce mono-method bias; and
(3) the OFAT design may overlook parameter interactions. To mitigate these risks, we used widely
accepted metrics (e.g., precision, recall, RAGAS faithfulness, and relevance) and justified OFAT for its
interpretability, applying systematic parameter selection.

Confirmability addresses the risk that experimental findings are influenced by researcher bias
rather than being grounded in the underlying data. We acknowledge the potential for interpretive
bias in our study: the selection of baseline systems may favor approaches similar to HubLink, the
interpretation of ambiguous results could be influenced by our hypotheses, and the choice of evaluation
scenarios might inadvertently advantage our approach. To mitigate these risks, we implemented multiple
safeguards. First, we provide complete experimental artifacts, including raw results, processing scripts,
and visualization code in our replication package. Second, we report both favorable and unfavorable
results transparently, including cases where baselines outperform HubLink. Third, our baseline selection
followed a systematic review of recent KGQA surveys and selected applicable retrievers.

Repeatability refers to the risk that experimental results may not be repeatable under the same or
similar conditions. The primary threat in our study stems from the inherent non-determinism of LLMs,
which may produce varying outputs across runs. While we anticipate that the relative performance of
KGQA approaches (i.e., HubLink and the baselines) will exhibit consistent trends, absolute values may



fluctuate. To address this and to mitigate this risk, our framework is designed to capture, preserve, and
replicate the complete experimental configuration.

5. Related Work

The following section reviews four key areas of related work in KGQA retrieval, each offering approaches
conceptually relevant to our proposed HubLink approach.

Approaches KGQA on RKG: Recent scholarly QA approaches integrate LLMs with RKGs primarily
through semantic parsing, translating natural language to formal queries (e.g., SPARQL) [42]. JarvisQA
[43] and DBLP-QuAD [44] use annotated datasets and entity linking but suffer from schema dependence
and limited scalability. KGMistral [45] and Taffa and Usbeck [46] employ template-based RAG, perform-
ing well in controlled settings but failing to generalize to unseen questions or dynamic KGs. Evaluation
primarily uses the SciQA dataset, whose auto-generated nature and train-test schema overlap limit
generalizability [47, 48], while semantic parser performance degrades on evolving KGs with unseen
entities [49]. HubLink instead embeds subgraphs (hubs) rooted at specific nodes and transforms paths
to text, enabling schema-agnostic adaptation without annotated training data.

LLM-Guided Stepwise KGQA Approaches: Recent training-free KGQA methods decompose tasks
into iterative queries guided by pre-trained LLMs, differing from HubLink in how they structure and
utilize KG information. The LLM acts as reasoning controller: Think-on-Graph (ToG) [50] uses beam
search for multi-hop reasoning; Knowledge Solver (KSL) [51] models traversal as decision-making dia-
logue; Observation-Driven Agent (ODA) [52] operates in observe–act–reflect loops; GRAPH-COT [53]
and StructGPT [54] call graph functions or linearize KG data; FiDeLiS [33] combines retrieval with de-
ductive reasoning. Extensions include ToG-2 [55] with hybrid KG-text retrieval and Generate-on-Graph
(GoG) [56] generating plausible triples for incomplete KGs. HubLink instead retrieves precomputed,
embedded subgraphs (hubs), enabling reasoning over structured hubs rather than sequential LLM-driven
exploration, thus incorporating transitive relations unreachable via stepwise traversal.

KGQA using Contextual Subgraph Construction: Some approaches construct subgraphs dy-
namically during retrieval by identifying question entities and expanding the KG to form localized
subgraphs for LLM-based KGQA. Mindmap[34] prompts LLMs to assemble evidence subgraphs from
paths and neighbors; KG-GPT [57] decomposes questions into triples before reasoning over linearized
subgraphs; RoK [58] builds multi-hop paths via chain-of-thought reasoning, ranks them with PageRank,
and forwards results to the LLM. Unlike these query-time dynamic approaches based on topology and
proximity, HubLink precomputes semantically coherent subgraphs (hubs) offline, enabling fast retrieval
with structured reasoning and origin tracking, features absent in dynamic methods.

Utilizing Vector Representations for KGQA: KGQA approaches using dense vector representa-
tions vary in embedding scope and training requirements. Direct embedding methods use pre-trained
models without KG-specific training: DiFaR [32] encodes triples offline for nearest-neighbor retrieval
but lacks structural context by focusing on isolated triples. HubLink instead embeds precomputed
subgraphs (hubs), capturing richer semantics through textualized paths, triples, and entities. Training-
based methods learn entity and relation vectors from KG structure: Pretrain-KGE [59] fine-tunes
BERT on triples; KEPLER [60] combines Knowledge Graph Embedding (KGE) with language modeling;
quaternion-based models [61] capture implicit semantics. However, all require substantial training data.
HubLink uses general-purpose embeddings for textualized hubs, providing structured context without
task-specific fine-tuning, ensuring portability across KGs.

6. Conclusion & Future Work

Current KGQA systems face critical limitations: schema dependence, training data requirements, and
lack of standardized evaluation. This paper introduces HubLink, a schema-agnostic, training-free
retrieval approach for scholarly KGQA. HubLink transforms RKGs into hubs, semantically coherent



knowledge clusters, enabling modular reasoning with full provenance tracking. The embedding-based
retrieval uses LLM capabilities to eliminate schema dependencies and adapt to evolving KG structures.

Evaluation on ORKG with SWA data showed HubLink outperformed DiFaR, FiDeLiS, and MindMap
across almost all metrics, excelling particularly in handling complex queries. The evaluation dataset
based on our question taxonomy demonstrated HubLink’s robustness. These results answer our second
research question, demonstrating superior performance compared to state-of-the-art approaches on
scholarly datasets.

This work demonstrates that HubLink’s schema-agnostic, training-free approach with RKGs can
help access scholarly knowledge, paving the way for more effective and scalable KGQA systems.

However, the evaluation also showed areas for improvement, including the following:
Improving Answer Generation. Our evaluation revealed limited alignment between retrieved

contexts and generated answers. Future work should explore advanced prompt engineering and
alternative synthesis methods beyond single-prompt generation.

Enhancing the Evaluation Scope. Current KGQA datasets operate at label-based granularity
(Section 3.1.3). Extending HubLink to alternative text granularities could validate findings and enable
HubLink’s linking feature, which is ineffective with abstract label-based data.

Improving Relevancy Ranking. Results showed limitations in prioritizing relevant contexts.
Future work should explore refined prompts or post-retrieval reranking mechanisms.

Augmenting Hub Content. Enriching hub indices with summaries or precomputed aggregations
could enhance retrieval accuracy. This remains an open area for development and empirical validation.

Handling Numerical Constraints. While HubLink demonstrates temporal reasoning, complex
numerical filtering remains underexplored and requires targeted evaluation.

Document-Based Retrieval Settings. Transitioning HubLink to document retrieval scenarios,
where the KG supports source-aware retrieval, represents a promising direction. Preliminary work
includes baseline implementations (e.g., LightRAG, GraphRAG) and structured knowledge extraction
from scientific texts, though full evaluation remains pending.

Application to Alternative Graphs and Domains. The evaluation of HubLink was conducted on
the ORKG as knowledge base within the SWA domain. Future work should assess the generalizability
across diverse RDF-based RKGs and other domains.
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