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Abstract
With the rise of multi-user AR/MR environments, there is an increasing demand for auditory interfaces that can
provide individualized spatial audio without adding to environmental noise or cognitive load, not only in public
spaces but also in interactive digital contexts. Conventional loudspeakers disperse sound broadly, disturbing
non-target listeners, while headphones isolate users from their surroundings and conflict with the open and
multimodal nature of AR/MR. Parametric array loudspeakers (PALs) offer extremely high directivity; however,
previous research has primarily focused on static users, leaving unresolved the technical challenge of achieving
both selective acoustic intervention and stable sound localization for moving individuals in multi-user scenarios.
Here, we present a system that employs a pair of tracking PALs, guided by depth-camera-based motion capture,
to deliver spatialized 3D audio exclusively to a walking target. Two experiments evaluated (i) selective acoustic
intervention and (ii) localization accuracy while walking. Results showed that only the tracked target consis-
tently received stable sound pressure, while non-target individuals experienced minimal exposure, and that lo-
calization accuracy during walking was more stable compared with fixed PALs. These findings demonstrate that
tracking PALs can simultaneously achieve selectivity and stability in dynamic multi-user environments, paving
the way for immersive and noise-conscious auditory interfaces in public guidance and AR/MR applications.
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Figure 1: (a) An example of how this system can be used to deliver sound to only one specific person among
multiple people walking around. The system automatically tracks the user and creates a personal acoustic
space without the need for headphones. (b) A conceptual diagram of the core of this system. The camera
detects each person’s skeletal structure and assigns a ”Body ID” to each individual, allowing it to selectively
track one target. This enables the novelty of this research: presenting sound to one person among multiple
people walking around. (c) The system processing flow. The camera calculates the ear position of the target
with a Body ID in real time, and a motor-driven speaker physically follows the target and delivers an acoustic
beam. This high-speed tracking loop ensures a stable audio experience that is uninterrupted even whenmoving.
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1. Introduction

With the advancement of Mixed Reality (MR) and Augmented Reality (AR) technologies, interactive
experiences that merge real-world and virtual information are expanding across diverse domains [1, 2].
Among these, auditory information, particularly spatial audio in combination with visual information,
has been shown to greatly enhance realism and immersion [3, 4, 5, 6, 7]. In the context of MR and
AR, there is a growing demand for real-time and high-precision audio presentation that adapts to
user movements and gaze shifts [8, 9, 10]. Furthermore, MR/AR systems designed for multiple users
have recently emerged [11, 12]. Consequently, in addition to highly accurate spatial audio rendering,
it is becoming increasingly important to deliver audio individually tailored to each user within the
same physical space. Applications of spatial audio extend beyond MR/AR to public environments such
as train stations, commercial facilities, exhibitions, and digital signage in urban spaces [13, 14, 15].
However, conventional loudspeaker-based methods indiscriminately diffuse sound to large audiences,
where unintended listeners may perceive it as unwanted noise, thereby increasing cognitive load and
stress [16, 17, 18]. Thus, there is a growing necessity for selective and high-precision spatial audio
presentation tailored to individual users, not only in MR/AR but also in public spaces.

Conventional approaches to spatial audio reproduction with external loudspeakers have been de-
signed for fixed configurations, targeting sound localization within a so-called “sweet spot.”However,
in dynamic scenarios where users are walking or changing orientation, maintaining consistent local-
ization is difficult, often degrading the accuracy of audio presentation [19, 20]. In addition, MR/AR use
cases frequently involve multiple simultaneous users, necessitating techniques to provide individual-
ized audio information. To address this issue, the parametric array loudspeaker (PAL), which exhibits
extremely high directivity, has drawn attention. For example, Kuratomo et al. controlled an ultrasonic
directional loudspeaker toward both ears of a static user, presenting spatial audio exclusively to that in-
dividual [21, 22]. However, these studies were limited to single, stationary users, and the effectiveness
of selective presentation in multi-user environments or the stability of localization during walking has
not been sufficiently verified.

To address these challenges, this study develops a system that recognizes the positions and postures
of multiple users in real time and dynamically steers directional loudspeakers to follow a target user.
Even in scenarios where multiple users are walking within the same space, the system delivers audio
exclusively to the designated individual, while suppressing sound leakage to non-target users and
maintaining stable spatial audio presentation.

The objectives of this study are to investigate the following research questions:

RQ1: In walking scenarios with multiple users, can the proposed system achieve selective audio deliv-
ery to a specific individual?

RQ2: To what extent can the proposed system maintain sound localization accuracy for users while
walking?

By addressing these research questions, we verify the effectiveness of the proposed system in dy-
namic and multi-user environments. This work demonstrates the potential for a new form of spatial
audio presentation applicable to MR/AR contexts involving multiple users and mobile conditions.

2. Related Work

2.1. Selective Acoustic Intervention

With the rise of AR and MR technologies, scenarios involving multiple users working within the same
space have become increasingly common, thereby requiring methods for individualized audio presen-
tation [11, 12]. In public spaces, conventional audio presentation has primarily relied on loudspeakers,
which can result in increased stress and cognitive load due to noise [16, 17, 18].

To address this issue, extensive research has been conducted on selective acoustic presentationmeth-



ods that deliver sound only to a specific area or individual. A promising technology for achieving such
selectivity is the parametric array loudspeaker (PAL), which utilizes ultrasonic waves to generate au-
dible sound in midair, thereby forming highly directional acoustic beams [23]. Many studies have
focused on enhancing PAL directivity. For example, Fan et al. proposed a method that employs phase-
randomized arrays to suppress grating lobes, improving beam-steering accuracy toward the desired di-
rection [24]. Kinjo et al. developed a spot-delivery system capable of controlling the irradiation point
with an error margin of within ±1° based on 3D position estimation using stereo cameras, demonstrat-
ing that users could clearly perceive audio beams targeted at themselves [25]. Furthermore, Zhuang
et al. proposed a sound-zone control method using a minimal setup of a single PAL to generate multi-
ple audible zones, achieving performance comparable to conventional multi-loudspeaker systems [26].
In addition, simulation studies on sound-zone control using PAL arrays have shown superior perfor-
mance and robustness compared to electrodynamic loudspeakers under high-frequency and low-SNR
conditions [27].

However, most of these studies have focused on static single users. Systematic verification of
whether it is possible to continuously track and selectively intervenewith a specific user in amulti-user
environment, while suppressing sound leakage to surrounding individuals, has not been sufficiently
conducted. In this study, we quantitatively evaluate the feasibility of selective intervention in environ-
ments where multiple users are in motion using the proposed system.

2.2. Spatial Audio

Spatial audio is an indispensable technology for creating high levels of presence and immersion, and
its importance is widely recognized in MR/AR research [7, 10]. For example, Kern et al. demonstrated
that incorporating natural environmental sounds and footsteps synchronized with user actions into
VR environments significantly enhances presence and realism, proving that spatial audio complements
visual information and deepens immersion [6]. Similarly, Rumiński et al. reported that in anAR hidden-
object search task, spatialized sound presentation significantly improved task completion speed and
efficiency compared to non-spatial conditions, demonstrating the effectiveness of spatial audio for
navigation support in AR [10].

The two primary approaches to spatial audio presentation in AR/MR environments are headphones
and loudspeakers. While headphones provide highly accurate localization, they block real-world
sounds and hinder the fusion with reality, which is central to AR/MR. Loudspeakers, on the other hand,
offer a more open auditory experience but suffer from the limitation that accurate sound perception
is confined to a narrow sweet spot [19]. Furthermore, cross-talk—where sound from one loudspeaker
reaches the opposite ear—is known to degrade localization accuracy [20].

One approach to addressing these issues is to leverage the high directivity of PALs. Kuratomo et
al. demonstrated that, by steering directional loudspeakers toward both ears of a static user based on
depth-camera position estimation, it is possible to present spatialized sound exclusively to a specific
individual while maintaining stable localization even during head rotation [21, 22]. Nakayama et al.
proposed a method that combines PALs with conventional loudspeakers, controlling the ratio of direct
sound to reverberation in order to manipulate perceived source distance and reduce cross-talk [28].

However, these prior studies primarily focused on static users. The extent to which sound localiza-
tion accuracy and tracking performance are maintained for users while walking remains insufficiently
explored. Therefore, in this study, we use the proposed system to continuously present spatial audio
to users in motion and quantitatively evaluate localization accuracy under dynamic conditions.

3. Proposed Method

3.1. Overview

In this study, we developed a spatial audio system designed to track a specific individual among mul-
tiple users in dynamic environments involving movement and rotation, and to present a clear sound



image exclusively to that person. The system estimates the positions of the user’s ears and head ori-
entation, and based on this information, it controls the direction of parametric array loudspeakers
(PALs) in real time, thereby realizing selective acoustic presentation that delivers sound precisely to
any arbitrary point in space.

The system consists of two PALs, a depth camera (Azure Kinect), and FMOD Studio for audio play-
back, all integrated under unified control in C++. The depth camera captures skeletal information of
users, enabling target user selection, ear coordinate computation, angle calculation, loudspeaker ori-
entation control, and physical sound playback to operate in real time. Furthermore, playback status is
controlled depending on the presence of a tracked user: when the target exits the field of view, audio is
immediately muted. This design enables precise sound image presentation to a single user even within
interactive spatial environments.

3.2. Tracking and Target Switching Logic

Through skeletal tracking by the depth camera, multiple joint positions such as the user’s left and right
ears, head, and neck are obtained frame by frame. Target user selection is managed using the Body ID
assigned by Kinect; when tracking begins, the first detected person within the frame is registered as
the target.

If the current Body ID is no longer detected in subsequent frames (e.g., when the user leaves the
camera’s field of view), the system reassigns the target to the first newly detected person. This sequen-
tial switching ensures continuous audio presentation to one user even in dynamic public spaces where
people are frequently entering and exiting.

If no individuals are detected at all, ongoing audio playback is paused. This prevents unintended
acoustic presentation to non-targets and minimizes sound leakage. When a user is detected again,
playback automatically resumes, providing autonomous responsiveness to user appearance and disap-
pearance.

3.3. Speaker Angle Calculation and Control

In this system, two PALs are fixed on the left and right sides of the Kinect camera. The left speaker is
controlled to direct sound toward the left ear, and the right speaker toward the right ear, respectively.
Each speaker is connected to an Arduino via an independent serial port, through which real-time
horizontal and vertical angles are transmitted.

For control, the difference vector between each speaker position and the target ear coordinates is
computed. After applying rotational correction to transform into the local coordinate system consid-
ering the speaker’s mounting angle, the angles are calculated as follows:

𝜃pan = clamp (90 − 180
𝜋 ⋅ arctan (𝑥

′
𝑧′ ) , 0, 180) (1)

𝜃tilt = clamp (90 − 180
𝜋 ⋅ arctan ( 𝑦

√𝑥′2 + 𝑧′2
) , 0, 180) (2)

Here, (𝑥′, 𝑧′) are the local coordinates after compensating for the physical tilt of the speaker, and
clamp(𝑣 , 𝑎, 𝑏) is a function restricting a value 𝑣 within 𝑎–𝑏. A rotation of +45∘ is applied for the left
speaker and −45∘ for the right speaker, so that the ear-directed vectors are recalculated in each re-
spective local coordinate system. In our implementation, the servo motors allowed the PALs to rotate
within a range of ±90∘ horizontally and ±45∘ vertically, which was sufficient to cover typical head and
body movements during walking.

The computed results are converted to integer angles, serialized as strings, and transmitted through
the corresponding serial port to each speaker. The Arduino receives these values, generates PWM
signals, and drives the motors to control the physical speaker angles in real time.



This computation is continuously performed in synchronization with skeletal frame updates from
Kinect (approximately 30 Hz), enabling the speakers to follow the ear positions even while the user is
moving.

3.4. FMOD-based Sound Playback

FMOD Studio is used for sound playback, where pre-prepared audio files are looped in spatial audio
mode. The virtual sound source is fixed at the user’s frontal position at 𝑧 = 1.0 [m]. The user’s head po-
sition detected by Kinect is converted into meters and set as the FMOD listener position. Additionally,
the head orientation (yaw angle) is estimated from the quaternion (𝑤, 𝑥, 𝑦 , 𝑧) of the neck joint using
the following equation:

𝜃yaw = arctan 2 (2(𝑦𝑧 + 𝑤𝑥), 𝑤2 − 𝑥2 − 𝑦2 + 𝑧2) (3)

This yaw angle is used to update the forward vector of the FMOD listener, ensuring that sound
images are perceived from the correct direction relative to the user’s orientation. Thus, even when the
user rotates, the perception of a frontal sound image is maintained.

3.5. Temporal Update Loop and Synchronization

The entire control algorithm is executed in synchronization with body frame updates from Kinect,
operating at approximately 30 Hz. The following processes are repeated for each frame:

1. Determine the presence of a tracked target
2. Acquire ear coordinates and compute horizontal/vertical angles
3. Send loudspeaker control angles via serial communication
4. Toggle audio playback ON/OFF
5. Update FMOD listener position and orientation

Through this processing loop, smooth and accurate sound image presentation is achieved, enabling
continuous and precise auditory tracking in environments where users are constantly in motion.

4. Experiments

4.1. Evaluation of Selective Acoustic Interventions

4.1.1. Method

To evaluate the feasibility of selective acoustic intervention, we conducted a sound pressure measure-
ment experiment. The experimental setup is shown in Fig. 2(a). The experiment was conducted in an
anechoic chamber with dimensions of approximately 3.0 m × 3.0 m. Three participants were positioned
in the space, labeled as person 1, person 2, and person 3 from front to back. They were spaced 1.5 m
apart, and each walked a distance of 3.0 m at a speed of approximately 0.5 m/s.

The experimental conditions included three setups: two-channel loudspeakers, fixed PAL, and track-
ing PAL. In the fixed PAL condition, sound was directed toward the center of the space, approximately
1.5 m along the walking line of person 2. In the tracking PAL condition, the sound was continuously
directed in real time toward the ear position of person 2.

As the test sound, we used white noise, which is frequently employed in prior studies on noise eval-
uation, and the sound pressure level was adjusted to approximately 55 dB SPL at the point of maximum
sound pressure, corresponding to typical voice-guidance levels [29, 30, 13]. An omnidirectional micro-
phone (Behringer ECM8000) was used for measurement, which each participant held in front of their
face. The recorded sound pressure levels were used to evaluate sound leakage to person 1 and person 3
when the sound image was directed at person 2.
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4.1.2. Results

The results of this experiment are shown in Fig. 3. The graph illustrates the sound pressure distribution
while participants walked from the starting point (0 m) to the end point (3.0 m).

In the two-channel loudspeaker condition (Fig. 3(a)), person 2 consistently exhibited a sound pres-
sure level of approximately −30 dB, while person 1 and person 3 started near −30 dB but gradually
experienced increasing sound pressure as they walked. In the fixed PAL condition (Fig. 3(b)), person 1
and person 3 consistently experienced sound pressure levels below −30 dB, while person 2 showed
sound pressure above −30 dB only around the region 1–2 m, where the PAL beam was directed. Fi-
nally, in the tracking PAL condition (Fig. 3(c)), person 1 and person 3 were almost always below−30 dB,
while person 2, the designated target, consistently experienced sound pressure levels above −30 dB.

4.2. Evaluation of Sound Localization while Walking

4.2.1. Method

To evaluate sound localization accuracy, we conducted an experiment in the same anechoic chamber as
Experiment 1, where sound sourceswere presented fromdifferent directions, and participants indicated
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how accurately they perceived the direction. The experimental setup is shown in Fig. 2(b). Taking the
camera’s frontal direction as 𝜑 = 0∘, pink noise—commonly used in localization experiments [31]—was
presented from five angles: 0∘, ±45∘, and ±90∘. The sound pressure level was set to approximately
55 dB SPL, consistent with Experiment 1.

While walking, participants indicated the perceived direction of the sound image in real time using
an evaluation application. The participants included three males and one female (N = 4). The same
three conditions as in Experiment 1 were compared: tracking PAL (proposed method), fixed PAL, and
two-channel loudspeakers.

4.2.2. Results

The results of the sound localization accuracy experiment are shown in Fig. 4 and Tab. 1. The graph
illustrates the localization error angles perceived by participants while walking from 0 m to 3.0 m for
each of the five presentation angles (𝜑 = 0∘, ±45∘, ±90∘). Table 1 presents the root mean square error
(RMSE) for each angle under each condition, as well as the overall average RMSE across all directions.

In the two-channel loudspeaker condition (Fig. 4(a)), the overall average RMSE was the smallest
among the three conditions, at 26.97. In particular, at 0∘, the RMSE was the lowest and most stable
compared to the other two conditions. For ±90∘ and ±45∘, the error decreased gradually as participants
approached the sound source from the initial position.

In the fixed PAL condition (Fig. 4(b)), the overall average RMSE was the largest among the three
conditions, at 39.08. At 0∘, errors were relatively small as the user passed through the beam’s focal
region (1.5–2.0 m), but beyond that range, the error increased sharply, producing a distinctive pattern
in the graph.

In the proposed tracking PAL condition (Fig. 4(c)), the overall average RMSE was 30.54. Although
this was larger than that of the two-channel loudspeakers, the errors at 90∘ and −45∘ were smaller.
Furthermore, the error variation remained relatively stable across all presentation angles.

The violin plots in Fig. 5 further illustrate these results. In the fixed PAL condition (Fig. 5(b)), the
distribution exhibited large variability for all presentation angles. Additionally, for 0∘ in the tracking
PAL condition (Fig. 5(c)), the distribution was wider than that of the fixed PAL condition.

5. Discussion

5.1. Selective Acoustic Intervention (Answer to RQ1)

RQ1: Can the proposed system achieve selective acoustic intervention for a specific userwhilemultiple
individuals are walking?

In this experiment, the feasibility of selective acoustic intervention was evaluated by analyzing the
sound pressure recorded using omnidirectional microphones held in front of participants’faces as they



Table 1
Numerical values of RMS localization error 𝜀(Φ) [deg] corresponding to Fig. 4

𝜀(Φ) (a) 2ch Loud Speakers (b) Fixed Parametric Speakers (c) Tracking Parametric Speakers

𝜀(Φ = 90∘) 46.95 51.04 38.68
𝜀(Φ = 45∘) 24.09 34.15 24.44
𝜀(Φ = 0∘) 8.67 36.64 24.93
𝜀(Φ = −45∘) 16.56 27.03 13.03
𝜀(Φ = −90∘) 38.55 46.55 51.61

RMSE Average 26.97 39.08 30.54
Note: 𝜀(Φ) represents the RMS error [deg].
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Figure 5: Violin plot of sound localization error for each sound presentation method

walked at equal intervals in the anechoic chamber. Three speaker conditions were compared: two-
channel loudspeakers, fixed PAL, and tracking PAL.

As shown in Fig. 3(a), in the two-channel loudspeaker condition, the sound pressure for person 2
remained nearly constant at approximately −30 dB. This result can be attributed to the broad direc-
tivity of loudspeakers, which distribute sound evenly throughout the space, leading to uniform sound
pressure regardless of distance. In contrast, for person 1 and person 3, the sound pressure increased as
they approached the speakers during walking, reaching nearly −30 dB at around 2.0–3.0 m. This was
likely due to their proximity to the speakers installed at both ends. These findings suggest that two-
channel loudspeakers disperse sound across the entire space, making selective acoustic intervention
for a single individual difficult.

As shown in Fig. 3(b), in the fixed PAL condition where sound was directed at person 2 around
1.5 m, the sound pressure for person 1 and person 3 consistently remained below −30 dB. In contrast,
only person 2 exhibited sound pressure levels above −30 dB within the 1.0–2.0 m range, where the
PAL beam was directed. This demonstrates that the high directivity of PALs enables selective acoustic
intervention for person 2 within this range. However, for person 2, sound pressure fell below −30 dB in
the 0–1.0 m and 2.0–3.0 m ranges, indicating reduced audibility. Thus, selective presentation by fixed
PALs is limited to approximately ±0.5 m around the beam’s focal point.

As shown in Fig. 3(c), in the tracking PAL condition, the sound pressure for person 1 and person 3
consistently remained below −30 dB, while the designated target, person 2, always exhibited sound
pressure above −30 dB. These results demonstrate that tracking PALs can provide continuous and
selective acoustic intervention during walking, regardless of the target’s distance.

In summary, the proposed tracking PAL method enables selective acoustic intervention more ef-
fectively than two-channel loudspeakers or fixed PALs. Importantly, even under multi-user walking
conditions, it allows continuous selective presentation while reducing noise for surrounding individu-
als.



5.2. Sound Localization while Walking (Answer to RQ2)

RQ2: To what extent can the proposed system maintain sound localization accuracy when the target
user is walking?

In this experiment, the maintenance of sound localization accuracy during walking was evaluated
by comparing three conditions: two-channel loudspeakers, fixed PAL, and tracking PAL. While the
overall average RMSE indicated that conventional two-channel loudspeakers achieved the best results,
differences in characteristics beyond simple accuracy rankings were revealed.

As shown in Fig. 4 and Tab. 1(a), the two-channel loudspeaker condition achieved the lowest av-
erage RMSE of 26.97 among the three conditions. This was primarily due to the exceptionally high
localization accuracy at 0∘. Additionally, because the experimental setup placed the loudspeakers at
the 3.0 m endpoints, participants experienced increased sound pressure as they approached the speak-
ers, thereby enhancing acoustic cues and contributing to improved accuracy. These results indicate
that conventional loudspeakers excel at frontal localization and can provide stable localization within
close proximity to the speakers (approximately 1.0 m in this experiment). However, the localization er-
ror varied greatly with distance, making it difficult to consistently present sound from a fixed direction
to moving users.

As shown in Fig. 4 and Tab. 1(b), the fixed PAL condition exhibited the largest average RMSE of
39.08. This large error was particularly evident for the 0∘ direction. In this condition, when users
passed through the sweet spot of the PAL beam (1.5–2.0 m), localization accuracy was high, but once
they moved beyond this region, the source physically shifted behind them, leading to a sharp increase
in error. For angles other than 0∘, the error decreased as users approached the physical loudspeaker
positions, similar to the two-channel condition. Thus, due to the highly restricted effective localization
range, fixed PALs are also unsuitable for presenting sound images to moving users.

As shown in Fig. 4 and Tab. 1(c), the tracking PAL condition resulted in an average RMSE of 30.54,
which was higher than that of two-channel loudspeakers. However, the key feature of this method
was that the error variation remained relatively stable across the entire walking path, independent
of the user’s position. Unlike the other two conditions, where localization error fluctuated greatly
with distance, the proposed method continuously tracked the user and maintained consistent sound
pressure, thereby avoiding abrupt error changes. This explains why the overall RMSE was larger than
that of the two-channel loudspeakers, as the error remained constant rather than being reduced near
the speakers.

The violin plots provide further insights. In Fig. 5(a), the 45∘ and −45∘ conditions showed relatively
small mean and median errors, yet the distributions were spread approximately ±45°, indicating that
some participants perceived the sound as frontal or lateral at different times. Moreover, Tab. 1(b)(c)
shows that at 0∘, the tracking PAL achieved lower RMSE than the fixed PAL; however, Fig. 5(c) indicates
that the tracking PAL distribution was wider. While most errors clustered around 0∘, a few outliers
degraded accuracy. These distribution issues are likely attributable to individual differences in HRTFs.
Given the small sample size of four participants, outliers had a greater impact on the results.

Additionally, both Fig. 4 and Fig. 5 show that errors were particularly large for ±90∘ under all three
conditions. Although some participants reported errors closer to 0∘, suggesting the influence of outliers
due to the small sample size, the overall trend remained consistent. A major factor contributing to the
increased error is the small number of loudspeakers (two) used in this experiment. In contrast, Brungart
et al. [32] evaluated walking sound localization using 64 loudspeakers and reported average errors
below 9∘. This comparison suggests that the particularly low lateral localization accuracy observed
here was due to the limited number of loudspeakers, which made lateral localization more difficult
than in multi-speaker systems.

From these findings, we conclude that the proposed tracking PAL system successfully overcomes the
sweet-spot limitation of fixed PALs and achieves significantly improved localization accuracy. Com-
pared to conventional two-channel loudspeakers, it yielded slightly larger average error but main-
tained nearly comparable accuracy while preventing sound diffusion to non-target users—an advan-



tage unique to parametric loudspeakers. Therefore, the proposed method represents a highly promis-
ing approach for public spaces and multi-user AR/MR environments where both noise reduction and
accurate localization are desired. On the other hand, limitations such as reduced accuracy at ±90∘ and
inter-individual variability in HRTFs highlight areas for future improvement.

6. Limitations and Future Work

This study demonstrated that the tracking PAL system is effective for selective acoustic intervention
toward a moving target user and for maintaining stable sound localization. However, several limita-
tions remain in both the evaluation and the system itself. Future work should address the following
points.

First, there are challenges related to sound localization accuracy. In our experiments, the average
RMSE of the proposed method was larger than that of two-channel loudspeakers. One reason is that
this study represents a proof-of-concept stage, where the number of speakers and participants was
limited. Moreover, the stability of the tracking PAL maintained a consistent baseline error, in contrast
to conventional methods that showed extremely small errors near the speakers, which resulted in
higher average error for our method. Beyond these factors, however, the fundamental causes of this
baseline error remain unidentified. Possible contributing factors include system-wide latency from
skeletal estimation by Kinect to loudspeaker motor actuation, as well as hardware limitations such as
servo motor precision. As future work, these delays and hardware constraints should be quantitatively
measured to identify the primary sources of error. Based on these findings, improvements such as
faster and more precise tracking systems, or software-based compensation that predicts user motion
to reduce latency, could be implemented. Additionally, experiments with larger numbers of speakers
and participants will be necessary for more robust evaluation.

Second, the simplicity of the experimental environment poses limitations. The experiments were
conducted in an anechoic chamber, free of acoustic reflections and external noise, under the simplified
condition of linear walking. However, MR/AR environments and public spaces, which are the intended
applications of this system, are acoustically complex, filled with noise and reverberation. Moreover,
user movements in these contexts may include turning, stopping, and changing directions, beyond
simple linear motion. In particular, when users move freely, the distance from the speakers can vary
greatly, and if they move too far away, the perceived loudness may decrease. A potential solution is to
install multiple PAL units at elevated positions such as the ceiling and dynamically switch or hand over
the active speaker based on the tracked user’s position. This multi-speaker handover approach would
enable the system to maintain audibility and scalability in larger spaces without relying solely on dis-
tance compensation. Future research should therefore include evaluations in real-world environments
such as offices and commercial facilities, as well as assessments of the system’s tracking performance
and localization accuracy under more complex user behaviors.

Finally, a limitation lies in target selection and switching in multi-user environments. In this study,
target identification relied solely on Kinect’s skeletal tracking. This approach was chosen for its robust-
ness in detecting users even when faces were not visible, its efficiency with low computational load
and real-time performance, and its anonymity in avoiding personal identification, thereby respecting
privacy. Based on this policy, the system reassigns the target to the oldest detected ID when the
current target leaves the detection area. However, this mechanism does not allow for intentional dy-
namic target selection. In crowded environments where users frequently enter and exit, maintaining
selectivity becomes difficult. To address this issue, future work may explore intuitive interfaces such
as gesture-based or gaze-based target switching. Furthermore, attention should also be given to the
act of delivering sound itself. Potential directions include methods to reduce discomfort when sound
unintentionally reaches non-target users, and approaches to deliver notifications perceivable only by
the intended recipient. These aspects highlight opportunities for further exploration in the design of
acoustic presentation.



7. Conclusion

This study addressed the challenge of delivering selective and stable spatial audio to specific moving
users in dynamic environments with multiple people, such as public spaces and commercial facilities.
To tackle this problem, we developed and evaluated a system that dynamically steers a pair of PALs
toward a user’s ears, based on real-time tracking with Kinect.

The evaluation of the proposed system yielded two key findings. First, regarding selective acoustic
intervention (RQ1), the system successfully delivered sound exclusively to a specificwalking user while
minimizing sound leakage to surrounding individuals. Second, with respect tomaintaining sound local-
ization accuracy (RQ2), although the proposed method did not outperform conventional two-channel
loudspeakers in terms of average error, it provided stable and consistent localization performance that
was independent of user position, unlike existing methods.

In summary, the contribution of this study lies in demonstrating the effectiveness of a method that
simultaneously fulfills two essential values in acoustic presentation for moving users: “selectivity”and
“stability.”Ensuring stability such that auditory information is not disrupted by user motion is criti-
cally important for all forms of dynamic acoustic interaction. The proposed tracking PAL system is
expected to serve as a foundational technology for next-generation acoustic interfaces in dynamic and
multi-user environments, including voice guidance in public spaces such as train stations to provide
individualized navigation instructions while reducing noise, personalized advertisements in commer-
cial facilities, exhibition and museum spaces offering visitor-specific audio explanations, and AR/MR
experiences such as collaborative design sessions, remote maintenance support, or educational field
trips in shared mixed reality environments where selective auditory presentation enhances immersion
without disturbing others.
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