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Abstract
Knowledge Graphs (KGs) have emerged as a critical infrastructure for data integration and semantic enrichment
across diverse domains, from scientific research to enterprise applications. However, the quality assessment of
KGs remains fragmented due to the coexistence of isolated evaluation paradigms, including KG-specific quality
frameworks, the FAIR principles, and the 5-star open data scheme. This fragmentation limits metric reusability,
and few efforts have been made till now to develop a unified framework for reusing quality measurements,
making results comparable, and designing integrated and comprehensive quality assessment tools.

This three-year doctoral research proposes the design of a comprehensive Shared Framework that formally
aligns existing quality assessment paradigms for KGs. The framework establishes systematic mappings between
KG quality dimensions, FAIR principles, and the 5-star open data scheme, enabling the reuse and extension of
existing quality assessment tools to efficiently evaluate FAIRness and openness without computational redundancy.

A preliminary mapping analysis between KG quality dimensions and FAIR principles reveals significant
alignment opportunities while exposing critical gaps, particularly in Reusability aspects. Empirical evaluation
of existing catalogs, such as the LOD Cloud, confirms widespread Findability issues, including broken links,
empty datasets, and missing KGs. To address these challenges, the research proposes a modular, automated KG
aggregator employing multiple discovery strategies—crawler-based indexing, search engine APIs, repository
harvesting, and large language model guidance—to ensure comprehensive and timely coverage. The research
contributes to establishing unified approaches for KG quality assessment and supports broader efforts toward
FAIR, open, and high-quality Linked Data. The long-term vision includes developing an interactive “KG Weather
Station” dashboard providing real-time, actionable insights on KG quality, FAIR compliance, and openness for
both technical and non-technical stakeholders across the Semantic Web ecosystem.
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1. Introduction

In recent decades, the widespread adoption of Semantic Web technologies has led to the creation and
dissemination of an unprecedented number of datasets structured as Knowledge Graphs (KGs) [1, 2].
Currently, more than 10,000 datasets are available online, adhering to Linked Data (LD) principles [3].
These KGs exhibit substantial heterogeneity, not only in terms of domain coverage [4], but also in their
generation and maintenance processes. Some are developed and curated internally by major technology
companies such as Google, Microsoft, Apple, and Amazon, while others are collaboratively maintained
by academic institutions and open communities, as exemplified by DBpedia [5] and Wikidata [6]. Their
construction methods range from manual curation to semi-automated and fully automated generation
pipelines. This diversity results in significant variation in data quality, encompassing highly curated,
reliable sources as well as less refined, noisy datasets [7, 1]. Consequently, assessing and monitoring
KG quality has become crucial. Quality assessment enables researchers, developers, and practitioners
to identify datasets that best suit their specific requirements, supporting informed decisions regarding
selection, integration, and reuse. It ensures that KGs are fit for purpose across quality dimensions such
as completeness, accuracy, timeliness, and consistency [8]. This is particularly critical in high-impact
domains, including Artificial Intelligence (AI) systems, digital assistants, recommender engines, and
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semantic search, where low-quality data can compromise system performance and trustworthiness.
As KGs increasingly serve as foundational infrastructure for data integration, semantic enrichment,
and intelligent querying across diverse sectors, ensuring their quality is imperative. High-quality
KGs support reliability, reusability, and interoperability in both academic and real-world applications
spanning government, industry, and healthcare. To address these needs, several frameworks have been
proposed to enable systematic and structured quality evaluation of data [9, 10, 11, 12, 13, 14, 15, 16].
Building upon these foundational models, more specialized frameworks have emerged to address
the unique structural and semantic characteristics of KGs. In particular, several KG-specific quality
assessment frameworks have been developed [17, 18, 19], offering metrics tailored to the graph-based,
interlinked nature of these resources.

Complementing these are more general-purpose frameworks that have gained wide acceptance across
domains. Among these, the FAIR principles [20] have become a standard for promoting Findability,
Accessibility, Interoperability, and Reusability of digital research outputs. Likewise, the 5-star open data
scheme [21] introduced by Tim Berners-Lee provides a progressive model for publishing structured data
on the Web, advocating for the use of URIs, RDF, and linking to external datasets to foster interoperability.

Despite the adoption of these three families of frameworks—KG-specific quality assessment models,
the FAIR principles, and the 5-star schema—they are currently applied in isolation. There is no established
mechanism to align or map metrics across them, making it difficult to reuse existing assessments,
compare results across standards, or develop unified evaluation tools. This fragmentation poses a
significant barrier to achieving consistent, scalable, and automated quality evaluation of LD.

The central goal of my three-year doctoral research is to design a Shared Framework that integrates
these three prominent paradigms into a cohesive and extensible quality assessment system (towards
replying to RQ1). In particular, the focus will be on integrating high-level, format-independent frame-
works—such as FAIR and the 5-Star Open Data scheme—with more operational quality assessment
frameworks specifically designed for Linked Data. The mapping process will be thoroughly documented
to ensure compatibility with additional frameworks, while the implementation will follow a modular
design, making it easy to adapt and extend to future needs. This Shared Framework will allow the
reuse of quality assessment of existing tools, avoid redundant computations, and support consistent
evaluation workflows across various domains and use cases.

An initial mapping—presented in Section 5—between the KG quality dimensions outlined by Zaveri
et al. [18] and the FAIR principles, reveals both alignment and important gaps. Significant gaps emerge
in Reusability, highlighting the need to introduce novel quality metrics to enable a comprehensive
assessment of the FAIR principles on KGs (towards replying to RQ2). The mapping illustrated in
Figure 1, has already been employed to assess the FAIRness of some datasets within the LOD Cloud
related to the cultural heritage [22]. Preliminary results have shown that Findability represents one of
the main challenges affecting these resources. Consequently, to address this issue this research also
proposes the development of a modular, automated KG aggregator that employs a variety of discovery
strategies—including crawler-based indexing, search engine APIs, repository harvesting, and the use of
Large Language Models (LLMs) trained on scientific literature to detect KG projects associated with
published research (towards replying to RQ3).

The long-term vision is to implement an interactive dashboard, envisioned as a “weather station” for
KGs, capable of offering real-time, actionable insights into a dataset’s quality, FAIR compliance, and
5-star status. This dashboard will be designed for both technical and non-technical users, supporting
broader adoption and accountability in LD publishing.

The rest of this doctoral consortium is structured as follows. Section 2 outlines the significance and
the impact expected from this research. Section 3 reviews the related literature. Section 4 introduces
the research questions, discussing the associated challenges and the envisioned solutions. Section 5
reports preliminary results. Section 6 describes the planned evaluation methodologies for validating the
research. Finally, Section 7 concludes the paper by outlining current limitations and future directions.



2. Importance

The design of a Shared Framework for KG quality assessment is expected to have substantial importance
and long-lasting impact in the Semantic Web community and beyond. Its significance stems from
its grounding in well-established and widely adopted frameworks, such as the KG-specific quality
model by Zaveri et al. [18]. By building on this foundation, the framework enables a formal alignment
between KG quality dimensions, the FAIR principles, and the 5-star open data scheme. A preliminary
mapping—outlined in Section 5—demonstrates how existing quality dimensions can be directly reused
to assess FAIR compliance, avoiding the need for redundant measurements. This seamless reuse of
existing metrics ensures consistency while significantly reducing computational overhead.

This benefit extends to widely adopted quality assessment tools, such as KGHeartBeat [23] and
LUZZU [24], which implement evaluations grounded in the theoretical framework proposed by Zaveri
et al. The outputs of these tools can be repurposed through the proposed mapping to assess FAIRness
and openness according to the 5-star model—without the need to recompute metrics or redesign
evaluation pipelines. Even if metric computation is not particularly time-consuming, it still incurs
unnecessary consumption of resources, including time and storage. Furthermore, the absence of
alignment across frameworks leads to incompatible outputs, hindering triangulation of observations
and limiting interoperability. Tools tailored to specific frameworks may also omit insights that are
relevant under other perspectives. The adoption of a Shared Framework thus enhances efficiency,
scalability, and sustainability in KG quality monitoring. Moreover, it facilitates a more nuanced and
integrated understanding of quality dimensions, as opposed to isolated assessments using individual
frameworks. Consider the evaluation of licensing: traditional quality frameworks typically assess
whether a license is provided in a machine-readable or human-readable format; the FAIR principles
focus solely on the presence of a license (specifically, principle R1.1); and the 5-star model requires the
license to be open. Within the Shared Framework, a single measurement can simultaneously verify (i)
the presence of a license (FAIR), (ii) its format (standard quality frameworks), and (iii) its openness (5-star
model). This consolidated evaluation yields a more comprehensive understanding of the metric—an
outcome impracticable through the isolated application of any individual framework.

The proposed framework holds considerable promise for a wide array of stakeholders. For researchers
and developers, it supports standardized, cross-framework evaluations, enhancing comparability and
replicability in empirical studies. For data consumers and analysts, it provides a consistent and transpar-
ent method to compare KGs, enabling the identification of high-quality, FAIR-compliant, and interopera-
ble datasets tailored to specific use cases. For data providers and maintainers, it offers a structured path
to monitor and improve compliance with quality, FAIRness, and openness standards—thus promoting
best practices in LD publication.

Grounding the results of the preliminary alignment and issues observed from empirical assessment,
a particularly important contribution of this research lies in its effort to address persistent challenges in
KG Findability. In fact, current catalogs, such as the LOD Cloud, often contain broken links, outdated
datasets, or incomplete coverage, impeding discovery and reuse. To tackle this, the research proposes a
modular, automated KG aggregator that combines web crawlers, API access, repository harvesting, and
LLM-guided strategies to dynamically detect, index, and update KG collections across domains.

In summary, this work aims to bridge fragmented quality paradigms through a unified, extensible, and
operationally effective framework. By enabling interoperable, reusable, and comparable quality assess-
ments, it has the potential to transform how KGs are monitored, published, and consumed—ultimately
supporting a more trustworthy, FAIR, and usable Web of Data. To make the framework actionable and
accessible, the research will culminate in the development of an interactive dashboard—conceptualized
as a “weather station” for KGs. This tool will deliver real-time, visual insights into KG quality, FAIR com-
pliance, and 5-star adherence, supporting both expert users (e.g., data engineers, knowledge scientists)
and non-experts (e.g., domain researchers, decision-makers) in evaluating and selecting KGs.



3. Related Work

This section reviews related work, beginning with studies that have explored the alignment of various
data quality frameworks. It then examines research focused on assessing the FAIRness of KGs, followed
by investigations into their Findability. The section concludes with a critical discussion of the current
state of the art, highlighting gaps and positioning this research within the broader scientific context.

Quality Frameworks Alignment. The alignment of data quality frameworks has received limited
attention in the literature, with only a few notable contributions addressing this challenge. One such
effort is by Miller et al. [25], who present a comprehensive review of both generic and domain-specific
quality frameworks and propose a standardized quality model that maps quality dimensions from diverse
frameworks onto a shared vocabulary. This approach facilitates the development of interoperable tools
and applications capable of evaluating data quality consistently across multiple existing frameworks.

Within the Semantic Web domain, the only significant attempt to align different quality paradigms is
the work of Hasnain et al. [26], who explore the relationship between the 5-star open data scheme and
the FAIR principles. Their study demonstrates that the FAIR principles can be viewed as an extension of
the 5-star model, rather than vice versa. They establish several correspondences between the two, noting
that in some cases, multiple FAIR principles map to the same star. For instance, principle F1 (“(Meta)data
are assigned globally unique and persistent identifiers”) aligns with the fourth star (“data items should
have a URI and can be shared on the Web”). However, the mapping remains incomplete—principle A2
(“Metadata should be accessible even when the data is no longer available”) is notably left unmapped.
This highlights the need for further work to fully integrate and operationalize such frameworks.

FAIR principles and Knowledge Graphs. Since the introduction of the FAIR principles in 2016,
numerous studies have sought to operationalize their assessment on KGs, primarily through the devel-
opment of specialized tools. Table 1 compares relevant works assessing FAIRness in KGs and ontologies,
reporting each contribution, reference, and year, covered principles, and support for evaluating KGs
and ontologies. The table is sorted by publication year. The symbol “∼” denotes partial coverage of
sub-principles or tools designed for generic rather than linked data types.

Among the most prominent tools are O’FAIR [27] and FOOPS![28], both tailored for ontologies.
O’FAIR provides full FAIR coverage, while FOOPS! omits some principles (e.g., A1.2, I3). FAIR-
Checker[29] leverages Semantic Web technologies to assess FAIRness of ontologies and web resources,
with a strong focus on metadata quality, particularly Interoperability and Reusability, but lacks support
for F3 and A2. Tools like FUJI [30] target heterogeneous data types, including KGs and ontologies,
though they overlook the specificities of linked data.

In contrast, leveraging the Shared Framework together with existing quality assessment tools such as
KGHeartBeat and LUZZU—which currently cover the widest range of quality metrics in the literature,
though any other tool grounded in the KG quality framework can also be applied—enables comprehensive
evaluation of the FAIR principles and supports the assessment of both ontologies and KGs.

Knowledge Graphs Findability. Over the years, numerous initiatives have sought to improve the
Findability of datasets structured as KGs by collecting and cataloging them from across the Web. To
support this effort, several crawlers have been developed, including LDspider [31], the tool proposed
by Reihaneh et al. [32], and the more recent Squirrel [33]. LDspider provides a scalable, open-source
solution for crawling RDF documents through URI dereferencing, with strong modularity but no support
for SPARQL endpoint discovery. The tool proposed by Reihaneh et al. [32] enhances RDF retrieval
by scoring HTML links based on their likelihood of leading to RDF content, improving efficiency but
lacking endpoint discovery and adaptability. Squirrel was developed with the goal of overcoming
the limitations of LDspider, positioning itself as a more efficient tool thanks to its native support
for parallelized crawling and its ability to handle a broader range of serialization formats. It also
maintains a modular architecture that enables easy extension to support additional formats. However,
despite these advantages, the tool does not support the discovery of SPARQL endpoints. In contrast,
SpEdD [34]—introduced by Yumusak et al.—addresses this gap by leveraging search engines to discover
SPARQL endpoints and monitor their availability, offering broader endpoint coverage. Its main limitation



Table 1
Comparison of related works assessing the FAIR principles on KGs and ontologies. For each work, we report its
contribution, reference with publication year, the covered FAIR principles, and whether the approach supports
the assessment of KGs and ontologies. The symbol “∼” indicates partial coverage of sub-principles or that
the approach targets generic data types rather than specifically addressing linked data. The table is sorted by
publication year.

Contribution Ref. Year F A I R Ontologies KGs
Hasnain et al. + LUZZU, KGHeartBeat or
similar

[26] 2018 ✓ ∼ ✓ ✓ ✓ ✓

F-UJI [30] 2021 ✓ ✓ ✓ ✓ ∼ ∼
FOOPS! [28] 2021 ✓ ∼ ∼ ✓ ✓
O’FAIR [27] 2022 ✓ ✓ ✓ ✓ ✓
FAIR-Checker [29] 2023 ∼ ∼ ✓ ✓ ✓ ✓
Shared Framework + LUZZU, KGHeartBeat
or similar

2025 ✓ ✓ ✓ ✓ ✓ ✓

lies in its dependence on keyword extraction and a limited number of public search engine indexing.
Additionally, no mechanism to discover RDF dump is implemented. However, a review of the code
repositories of these four tools suggests that these tools are no longer actively maintained or supported.

In parallel, several catalogs have emerged to aggregate and index datasets structured as KGs across
various domains. Among the most widely recognized are the LOD Cloud, DataHub, and LODAtlas. These
serve as general-purpose catalogs, while others focus on specific domains—for example, AgroPortal for
agronomic data, the Linguistic Linked Open Data (LLOD) cloud for linguistic resources, and BioPortal
for biomedical ontologies. Additionally, several initiatives concentrate on national or regional-level
aggregation. Notable examples include Europeana (Europe), DigitalNZ (New Zealand), the Digital
Public Library of America, and Trove (Australia).

Overall Discussion and Positioning of This Research. To the best of our knowledge, no existing
work in the Semantic Web domain has attempted to integrate KG quality assessment frameworks with
both the FAIR principles and the 5-star open data scheme. While Hasnain et al. [26] provide a valuable
mapping between the 5-star scheme and the FAIR principles, their work does not incorporate any
established KG quality frameworks. Moreover, their mapping remains partial, with key principles, e.g.,
A2 (“metadata should remain accessible even if the data are no longer available”), left unmapped.

The operationalization of FAIR for KGs remains an open challenge. Existing tools—such as O’FAIR,
FOOPS!, and FAIR-Checker—focus primarily on ontologies or web resources and offer limited coverage
of the full FAIR principles, with none addressing KG-level evaluation comprehensively.

Similarly, KG discoverability tools and catalogs remain fragmented and often outdated. Crawlers
like LDspider [31], SpEdD [34], and Squirrel [33] are no longer actively maintained, limiting their
effectiveness for continuous dataset discovery. Furthermore, no existing tool is capable of combining
the discovery of RDF dumps together with the SPARQL endpoints.

Likewise, major cross-domain catalogs such as LOD Cloud, DataHub, and LODAtlas each exhibit
shortcomings: LOD Cloud struggles with completeness and link decay, DataHub has ceased indexing
new entries, and LODAtlas has not been updated since 2018.

This work addresses two key challenges in the KG ecosystem. First, it proposes a unified quality
assessment framework by aligning the established model by Zaveri et al. [18] with the FAIR principles
and the 5-star open data scheme. Second, to enhance KG discoverability, the study introduces a modular
and extensible aggregator.

4. Research Questions

This section formulates the Research Questions (RQs), discusses the challenges associated with each of
them, and outlines the strategies to address the RQs.

https://lod-cloud.net/
https://old.datahub.io/
https://lodatlas.lisn.upsaclay.fr/
https://agroportal.lirmm.fr/
https://linguistic-lod.org/
https://bioportal.bioontology.org/
https://www.europeana.eu/en
https://digitalnz.org/
https://dp.la/
https://dp.la/
https://trove.nla.gov.au/


RQ1: To what extent could a quality framework tailored to KGs be formally aligned with
broader paradigms such as the FAIR principles and the 5-star open data scheme?
A strategic choice of this research is to build upon existing quality frameworks, such as the widely
adopted model proposed by Zaveri et al. [18], rather than reinventing the wheel.

Hypothesis: by aligning an established framework tailored to KGs with broader paradigms like the
FAIR principles and the 5-star scheme, it enables the reuse of existing quality assessment tools to enable
the integrated assessment of FAIRness and openness. It ensures methodological consistency while
reducing duplication of effort.

The primary challenge lies in determining which quality dimensions are most appropriately linked to
the various FAIR principles and 5-star criteria. This task is complicated by the fact that a single quality
dimension may be relevant to multiple FAIR principles or stars.

To address this research question, a systematic analysis of theoretical frameworks and evaluation
tools is planned in order to obtain a holistic view of the dimensions and metrics, and to propose an
alignment assessed in terms of acceptance and correctness by domain experts, as well as clarity and
usability by end users. A preliminary experiment was conducted using the Zaveri et al. framework,
the alignment presented in Section 5, and was tested within the cultural heritage domain [22]. By
operating at the dimension level, the alignment supports portability and adaptability with other quality
frameworks, because the alignment starts at the dimensions level, which are generally more concep-
tual and transferable across different quality contexts, while metrics are often highly specific and
implementation-dependent.

The proposed mapping will be thoroughly detailed, documenting the rationale behind the selection
of each dimension and its corresponding metrics, as well as the methodology used for alignment. This
approach aims to ensure the methodology is fully reproducible, enabling the alignment of additional
frameworks by reusing the same procedures. Moreover, the implementation will be modular, allowing
for easy adaptation and extension to accommodate future requirements.

RQ2: What new metrics are needed to achieve full compliance of individual frameworks with
the entire Shared Framework?
Hypothesis: From the preliminary alignment proposed in Section 5, it emerged that the frameworks
are not perfectly aligned. For example, principles such as R1.3 (“Data and metadata organized in
standardized ways”) and A2 (“Dataset registered in search engines”) are not adequately covered by
existing standard quality frameworks. Therefore, to support a comprehensive evaluation of FAIRness
and 5-star open data, it is necessary to address these gaps by introducing new quality metrics.

For example, to assess whether metadata are defined using well-known vocabularies such as DCAT
or VoID. Similarly, under the 5-star open data scheme, the requirement for datasets to be associated
with an open license is explicit. However, most current quality frameworks only assess whether a
license is present, without verifying whether the license itself meets open data standards. Overall,
the development of these new metrics is essential to extend existing frameworks and enable a more
complete and standards-aligned assessment of KG quality.

To address this research question, an in-depth analysis of the frameworks intended for alignment
is required in order to identify and understand how to practically measure the targeted aspect, thus
enabling its operationalization through the theorization of a novel quality metric.

RQ3: How can the Findability of Knowledge Graphs be improved?
Preliminary empirical results from applying the Shared Framework in the cultural heritage domain [22]
highlight that Findability remains one of the most persistent and critical challenges within the KG
ecosystem. In this context, the discoverability of KGs can be considered a necessary first step for any
meaningful quality assessment. Locating KGs—especially in the absence of prior knowledge regarding
their exact names or hosting platforms—is often a complex and non-trivial task.

Although centralized and manually curated repositories such as the LOD Cloud aim to index and
aggregate such datasets, they are not consistently maintained. As noted by Debattista et al. [35] and
further confirmed by our preliminary results described in Section 5, many of the datasets listed in the
LOD Cloud suffer from serious accessibility issues. These include broken links, inactive endpoints,



datasets with zero triples, unstructured content, or static data dumps lacking live querying functionality.
Hypothesis: the Findability of KGs can be significantly improved through the design of an automated,

modular, and continuously updated aggregation infrastructure that minimizes reliance on manual
submissions and fragmented discovery tools.

To address this research question, the proposed research will investigate multiple complementary
discovery strategies: crawler-based aggregation over widely used repositories such as Zenodo and
GitHub; the use of Google Search APIs to identify new or relocated SPARQL endpoints; integration with
existing catalogs through public APIs (e.g., KGHeartBeat [23]); and the exploitation of LLMs trained on
scientific literature to detect KG projects associated with published research, even when such projects
are not indexed in traditional catalogs.

The ultimate goal is to develop a unified, continually updated catalog of KGs, offering a consistent
and user-friendly interface. This catalog will serve as a centralized entry point for KG discovery, elimi-
nating the need to navigate multiple, fragmented, and heterogeneous repositories, thereby significantly
enhancing the overall Findability of KGs across domains.

5. Preliminary Results

Initial progress toward addressing RQ1 has focused on the alignment of KG quality frameworks with
the FAIR principles. A preliminary mapping [22], illustrates how high-level quality dimensions from
the widely adopted framework by Zaveri et al. [18] can be systematically aligned with individual
FAIR principles. The proposed alignment is visualized using a Sankey diagram (Figure 1), highlighting
the conceptual flow between KG quality dimensions and FAIR criteria. This alignment maintains an
abstraction at the level of quality dimensions, rather than metrics. This strategic design choice ensures
compatibility with other quality models and supports extensibility, thus making the Shared Framework
usable even with frameworks other than the one defined by Zaveri et al.

Observing the Figure 1, it is possible to see how the quality dimension Availability is shown to
contribute to multiple FAIR principles, including both Findability and Accessibility, demonstrating
how single quality aspects may support multiple FAIR objectives. From this high-level abstraction, the
alignment then extends toward the metric level, enabling the operationalization of FAIR assessments
on concrete KGs. Current mappings reveal that certain FAIR principles—particularly R1.3 (“Data and
metadata organized in standardized ways”) and A2 (“dataset registered in search engines”)—remain
uncovered, exposing gaps in existing quality frameworks. These findings directly relate to RQ2,
highlighting the need for new quality metrics that can capture metadata-specific aspects not addressed
by current approaches.

In parallel, progress toward RQ3 has been initiated through the development of CHeCLOUD [22], the
Cultural Heritage Cloud, conceived as a potential LOD sub-cloud. The same work provides evidence
of several structural issues affecting the current LOD Cloud. Notably, many listed KGs link to non-
functional endpoints, have been relocated without updates, contain zero triples, or are not structured as
valid KGs. Moreover, the catalog favors static data dumps over live access methods, such as SPARQL
endpoints, limiting both reusability and real-time querying capabilities [35, 36]. Critically, several
noteworthy datasets—such as ATLAS and ArCo—are entirely absent from the LOD Cloud, further
demonstrating its lack of completeness and the need for a more reliable, dynamic, and comprehensive
aggregation mechanism for KGs. While CHeCLOUD currently targets a specific domain, it serves as
a proof of concept for the broader objective of this research: to develop a generalized, automated
aggregator that supports Findability for KGs across all domains. The goal is to create a unified, modular
platform that addresses the fragmented landscape of KG catalogs and supports more effective discovery,
monitoring, and reuse of semantic data resources.

Together, these preliminary efforts represent foundational steps toward building a Shared Framework
for unified KG quality assessment and discoverability, addressing key challenges across the Semantic
Web ecosystem.

https://zenodo.org/records/14058144
http://wit.istc.cnr.it/arco/?lang=en


Figure 1: Mapping between KGs quality framework and FAIR principles proposed in [22]. On the left side of the
diagram, the KG quality framework employed is the one proposed by Zaveri et al. [18]

6. Planned Evaluation

To ensure the theoretical robustness and practical relevance of the Shared Framework, a multi-phase
evaluation strategy will be employed—combining expert feedback, tool benchmarking, and user-centered
testing. This approach aims to validate both conceptual alignment with expert expectations and real-
world applicability for diverse Semantic Web stakeholders.

• Expert Validation via Delphi Panel: To ensure conceptual robustness, a Delphi panel study
will be conducted involving a selected group of domain experts with recognized experience and
scholarly contributions in the areas of KG quality, data governance, and FAIR principles. Through
a structured, iterative process, panelists will be invited to review, comment on, and refine the
design and components of the proposed framework. The goal of this study is to achieve consensus
on the framework’s design logic, identify overlooked dimensions, and validate the alignment
between quality dimensions, FAIR principles, and the 5-star open data model. Therefore, this
method will be employed to validate the effectiveness in addressing RQ1 and RQ2.

• Comparative Operational Assessment: The operational effectiveness of the Shared Frame-
work will be evaluated through a comparative study involving existing quality assessment tools,
including KGHeartBeat [23], LUZZU [24] using archived results available in literature due to its
deprecation, O’FAIR [27], FOOPS! [28], and FAIR-Checker [29]. The evaluation will be performed
across a diverse collection of KGs, spanning multiple domains (e.g., cultural heritage, life sciences,
government data), and will assess metrics such as coverage, accuracy, consistency, and precision
of quality reporting across different frameworks. This analysis will help determine the added
value of the proposed framework in bridging multiple assessment paradigms and validate, from
an empirical point of view, the effectiveness in addressing RQ1 and RQ2.

• Empirical evaluation of the catalog completeness: To assess whether the objective defined
for RQ3 has been achieved, an analysis will be conducted on the number of KGs and ontologies
indexed in the proposed catalog. This evaluation will verify the extent to which the catalog is



as comprehensive as possible—that is, whether it successfully aggregates all resources already
indexed in well-known catalogs such as DataHub and the LOD Cloud. Additionally, the assessment
will include measuring the number of new datasets that have been indexed and are not listed in
any existing catalog.

• Usability Testing of the “Weather Station” Dashboard: To assess the utility and accessibility
of the framework’s human-facing components, a third evaluation stream will focus on the
interactive dashboard—conceptualized as a “weather station” for KGs. Usability testing sessions
will be conducted with both technical users (e.g., data engineers, researchers) and non-technical
users (e.g., librarians, policymakers, and domain experts), measuring usability dimensions such
as learnability, efficiency, user satisfaction, and clarity of visualizations.

7. Limitations and Future Directions

The proposed Shared Framework introduces a promising approach to unifying KG quality assessment.
This work contributes to the broader vision of a more interoperable, FAIR-compliant, and trustworthy
Web of Data by offering a foundation for harmonized assessment strategies and actionable insights for
diverse stakeholders. However, at this current stage, the preliminary mapping between the Zaveri et
al. quality dimensions and the FAIR principles is not yet complete. As illustrated in Figure 1, certain
principles, most notably R1.3 and A2, do not currently align with any existing quality dimensions.
Furthermore, the framework has not yet been validated across KGs from diverse domains. Future
research will address these limitations. First, a systematic validation of the Shared Framework will be
carried out across KGs spanning various domains to assess its robustness and adaptability. Concurrently,
the framework will be extended to cover all remaining FAIR principles by introducing new quality
metrics where necessary. Following this, the construction of a KGs aggregator will facilitate automated
KG discovery to solve the Findability. Finally, the research will culminate in the development of an
interactive “KG Weather Station” dashboard, designed to deliver real-time insights into KGs quality for
a broad audience, including both technical and non-technical users.

As future limitations expected at the conclusion of this research project, the scalability of the envi-
sioned KG Weather Station. When extended to assess thousands of KGs, it will encounter infrastructure
challenges related to storage, computation, bandwidth, and long-term maintenance. Ensuring sus-
tainability will require integration with scalable architectures (e.g., cloud-native services) and the
establishment of external collaborations. Currently, the framework operates largely independently of
broader data governance initiatives, such as those led by W3C and ISO. Aligning with these efforts and
engaging with their communities will be essential to foster adoption, enhance interoperability, and
ensure long-term impact.
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