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Abstract

This work presents the Systematic Dataset Review process, a systematic, cyclic, and FAIR-aligned process
for dataset discovery, curation, and quality assessment, inspired by Systematic Literature Review methodologies.
The process consists of three phases: (i) a (multivocal) literature review to identify and document references
about datasets; (ii) a Linked Dataset Discoverability phase to curate, filter, and publish datasets as domain-specific
Linked Open Data sub-clouds; and (iii) a Quality Assessment phase that enables FAIRness evaluations through
automated tools. The framework is adaptable across different use cases: monitoring the quality of existing
sub-clouds, enriching current sub-clouds with new datasets, or constructing entirely new thematic sub-clouds.
By ensuring transparency, reproducibility, and ongoing quality monitoring, this approach supports the creation
of accessible and sustainable dataset ecosystems.
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1. Introduction

A systematic literature review (SLR) is a structured and methodical approach to identifying, evaluating,
and synthesizing all relevant research on a particular topic or research question, with the aim of minimiz-
ing bias and ensuring reproducibility. SLRs follow a well-defined protocol to ensure comprehensiveness,
traceability, and replicability of the process. This typically involves defining explicit inclusion and
exclusion criteria, conducting a systematic search across multiple databases, applying quality assessment
techniques, and organizing the findings through qualitative or quantitative synthesis.

Over the past two decades, numerous guidelines have been proposed to support researchers in
conducting SLRs effectively, ranging from guidelines for conducting literature mappings [1, 2] to scoping
reviews [3, 4], for snowballing [5] and a wide range of different checklist for rigorously reviewing
literature [6, 7, 8, 9, 10, 11]. Prominent among these are the guidelines introduced by Kitchenham and
Charters [12], which formalize the planning, conducting, and reporting stages of an SLR.

In response to the growing complexity and interdisciplinarity of research, the notion of multivocal
literature reviews (MLRs) has also emerged. MLRs extend traditional SLRs by incorporating not only peer-
reviewed academic literature but also the so called gray literature sources such as industry reports, blog
posts, white papers, and technical documentation [13]. This is especially valuable in applied fields like
computer science and engineering, where practice-oriented insights may precede academic publication
or remain outside conventional scholarly venues. Incorporating multivocal sources helps capture a
more holistic view of the topic, reflecting both theoretical advances and practical implementations.

While SLR guidelines are originally designed for synthesizing evidence from scholarly publications,
this poster proposes to adapt them to dataset discovery and assessment. It is not a straightforward
process as this adaptation poses several challenges that necessitate methodological adaptation. Unlike
academic papers, datasets are often published in non-traditional sources like data portals, GitHub,
or Zenodo, lacking standardized metadata, persistent identifiers, or peer review validation. This
requires rethinking the search strategy, often shifting from bibliographic queries to web crawling or

CEUR-WS.org/Vol-4085/paper30.pdf

ISWC 2025 Companion Volume, November 2—6, 2025, Nara, Japan
*Corresponding author.

Q slatif@unisa.it (S. Latif); mapellegrino@unisa.it (M. A. Pellegrino)
® 0000-0001-8927-5833 (M. A. Pellegrino)

© 2025 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
5

CEUR
E Workshop
Proceedings


mailto:slatif@unisa.it
mailto:mapellegrino@unisa.it
https://orcid.org/0000-0001-8927-5833
https://creativecommons.org/licenses/by/4.0/deed.en

OUTCOME FAIR Principles Use Case1 - CHeCLOUD Use Case 2-LLOD

4 @ W

Automatic Naanal Gray o Scopus
Database B Eligibility &
=% Search Sy Literature FINDABILITY Inclusion criteria. l
C1 - Published in 2014-2024.
C2 - Fully written in English.
Paper Eligibility Criteria C3 - Peer-reviewed article.
C4 - Freely accessible.
C5 - Linguistic data published
in accordance with Semantic
Web technologies.

Paper Inclusion Criteria
FINDABILITY,

Literature INCLUDED Replication ACCESSIBILITY, E 181 INCLUDED
Review PAPERS Package INTEROPERABILITY, PAPERS

Update REUSABILITY o=z o ssmemms e,

(MULTIVOCAL) LITERATURE REVIEW

community N
o v

driven

curation % g:g
>
= (@) gﬁ Manual Published in
3 LoD Selected LLoD Academic
= Automatic Datasets Cloud Datasets Cloud Papers
g Database and Published in Manual
o Repositories Academic Selected
g Search Papers Datasets FINDABILITY igibility & i igibility &
= | criteria. . .criteria,
9 C1-Data according to Linked ~ C5 - Linguistic data published
- A N Data principles. in accordance with Semantic

Dataset Eligibility Criteria 4

-] ibility C2 - Dataset relevant to the Web technologies.
a Cultural Heritage domain.
§ Dataset Inclusion Criteria
]

]' FINDABILITY, 19;A$§;STDSED
:-Oz)ﬂ ; fcgmcwnin /\ LOD (sub)-cloud ACCESSIBILITY, % exposed n 3%59 DATASETS
i» . PATASETS o)y INTEROPERABILITY,

Update CHeCLOUD

REUSABILITY

E ----------- = Dataset Quality Assessment
ra l FINDABILITY, 2o L
3 g = ACCESSIBILITY, , [ 0 Pe“’al‘““ @l emeser

P ine-s i - alit,

S periodic Galln| DEAET LS e INTEROPERABILITY, -~ — I AR QO
o q Quality — — | QUALITY quality details i Ashican = ) REPORT

< P T = REPIORT at dataset level REUSABILITY weekly, H

15

—_— 4

g

Figure 1: Systematic Dataset Review process. Overview of a three-phase process integrating multivocal
literature review, linked dataset discovery, and quality assessment, aligned with FAIR principles to support
transparent, reusable, and high-quality dataset curation. The high-level process is instantiated in two use cases.

API-based retrieval. The unit of analysis also differs: while SLRs assess research rigour and validity,
dataset assessment must consider technical and semantic properties such as licensing, provenance,
format (e.g., RDF), and accessibility, often operationalized through frameworks like FAIR [14] or Linked
Data quality dimensions [15]. Moreover, datasets are dynamic—they can be updated, versioned, or
deleted—so temporal aspects and version tracking become essential in defining inclusion criteria and in
maintaining reproducibility. Quality assessment in this context must go beyond narrative synthesis,
incorporating metrics-based evaluations (e.g., completeness, availability, interlinking) using tools
like FAIR-Checker [16] or KGHeartBeat [17]. Finally, synthesis methods may rely less on narrative
summaries and more on dashboard visualizations, semantic mappings, or clustering of metadata. These
differences highlight the need for a tailored methodology that retains the systematic rigour of SLRs
while embracing the unique demands of dataset discovery and evaluation in the Semantic Web.

This poster introduces the Systematic Dataset Review (SDR) process. To the best of our
knowledge, this is the first methodology that proposes guidelines to systematic identify datasets. While
the process is detailed in Section 2, Section 3 illustrates its practical relevance through concrete use
cases. The article concludes with final thoughts, limitations, and future directions.

2. Systematic Dataset Review Process

This section outlines the SDR process, a rigorous and Systematic three-phase process for conducting
Dataset Reviews, aimed at improving dataset discoverability and quality assessment. The approach
draws on established SLR guidelines and is aligned with the FAIR principles—Findability, Accessibility,
Interoperability, and Reusability. This proposal builds upon a comprehensive analysis of established
SLR guidelines, concrete experience in curating domain-specific collections of datasets (as detailed
in Section 3), and consolidated expertise in evaluating Linked Data quality through FAIR-aligned



frameworks and tools. The overall process is illustrated in Figure 1 which graphically reports phases,
each phase output, and the alignment with FAIR principles.

The first phase, titled (Multivocal) Literature Review, follows conventional SLR practices and
focuses on the identification and selection of relevant scholarly contributions. Literature is retrieved
via automated database searches, manual searches, and exploration of gray literature, and then filtered
based on eligibility and inclusion criteria. The resulting set of selected papers forms the knowledge base
for further investigation. To enhance transparency and reproducibility, the outcome of this phase should
be published as a replication package, which encapsulates the review protocol, selection rationale,
and data extracted from included studies. By eating-our-own-food, the replication package might be
structured via ontologies, as SLRONT [18]. While the SLR process inherently supports findability here
interpreted as discoverability of relevant resources, the replication package significantly broadens the
impact by supporting all FAIR principles: it ensures the accessibility of review materials, interoperability
with related studies via shared standards and formats, and reusability for follow-up analysis or meta-
reviews. Moreover, when replication packages are published in searchable repositories and assigned a
persistent identifier—such as those provided by Zenodo—findability is also ensured. Besides enabling
transparency, replication packages enable reproducibility. It is important to note that at this stage, the
process is format-agnostic and focuses primarily on scholarly literature rather than datasets.

The second phase, called Linked Dataset Discoverability, adapts SLR principles to dataset identifi-
cation. This involves discovering datasets mentioned in academic publications or indexed in online
repositories, using both automated and manual approaches. By applying dataset-specific eligibility and
inclusion criteria, a curated list of relevant datasets is compiled. These datasets can then be published
as part of a thematic LOD (Linked Open Data) sub-cloud, modelled after well-known examples like
the LOD Cloud’. This phase further reinforces findability of linked datasets and the LOD sub-cloud as
an output facilitates the implementation of the other FAIR principles by encouraging standard access
points (e.g., the LOD Cloud as a standard mechanism to visualize inter-linked datasets), proper licensing,
and reuse-oriented metadata. Indexing linked datasets in a unified search engine enhances findability;
adopting standardized publication mechanisms, such as linked data clouds, supports accessibility; fol-
lowing linked data principles facilitates interoperability through interlinking; and defining appropriate
licensing terms enables reusability. Unlike the first phase, this stage is data format dependent, requiring
adjustments based on the data structures (e.g., RDF, JSON-LD) and the specific characteristics of the
community or domain. Repository selection, filtering criteria, and publication strategies must be tailored
accordingly to ensure compatibility and engagement.

The third phase, Quality Assessment, evaluates the sub-cloud datasets using periodic, metric-based
evaluations. These assessments are grounded in quality dimensions commonly addressed in SLRs (e.g.,
accuracy, completeness, timeliness) and can be mapped to the FAIR principles. The outcome is a Dataset
Quality Report offering both aggregated and fine-grained metrics. This phase supports long-term
monitoring of dataset quality, ensuring that the curated datasets remain aligned with FAIR principles
over time. Tools as FAIR-Checker [16], SPARQLES [19], and KGHeartBeat [17] can support this stage,
enabling automated FAIRness scoring and deeper quality diagnostics. This aligns with recent efforts to
transit from traditional linked data quality assessments to FAIR-oriented evaluations [20].

Importantly, the entire framework is designed to be iterative and extensible. The cyclical nature of
the process accommodates regular updates to dataset quality scores, the inclusion of newly published
datasets, and revisions to the literature review itself. This dynamic workflow ensures that the knowledge
ecosystem remains current, reflective of emerging standards, and responsive to the evolving landscape of
data publication and reuse. To alleviate the manual effort involved in the eligibility and inclusion phases,
recent literature has highlighted the potential of automating these steps through machine learning
and language model-based approaches [21, 22, 23, 24, 25, 26, 20]. These methods aim to streamline
the review process while preserving human oversight through a human-in-the-loop approach, where
experts retain final control to ensure relevance and contextual accuracy. This hybrid model balances
automation with the nuanced judgment essential to scholarly curation.
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3. Use Cases

This process can be instantiated across a variety of scenarios to support dataset discoverability, enrich-
ment, and quality monitoring within the LOD ecosystem. Three main use cases can be distinguished:

+ Quality Assessment of an Existing Sub-Cloud. In cases where a sub-cloud already exists, the
process can begin from the third phase. The curated list of datasets serves as a stable foundation,
and the third phase (Quality Assessment) can be directly integrated to enable ongoing, periodic
FAIRness evaluations. This supports long-term monitoring and maintenance of the sub-cloud’s
quality, ensuring its continued alignment with community standards. As a driving example in
this direction, we report the Linguistic LOD use case [27]. Besides relying on the Linguistic
LOD Cloud [28] as a main source, the extraction of linguistic LOD use case followed a systematic
literature review approach inspired by Kitchenham’s [12] guidelines and structured in planning,
conducting, and reporting phases. In the planning stage, the objectives and research questions
were defined, focusing on publishing trends of linguistic datasets modeled with Semantic Web
technologies, the search engines most often employed, and evidence of dataset reuse, with the
scope restricted to peer-reviewed works published in English between 2014 and 2024. The
conducting phase relied on Scopus as the sole source, chosen for its broad coverage, where
a tailored search string was applied, explicitly including terms such as “knowledge graph”,
“linked data”, and “linguistic”, while excluding acronyms and “ontology” to privilege
materialized datasets over conceptual models. This search retrieved 1, 788 records, which were
screened by two independent reviewers following PRISMA guidelines: first by title and abstract,
then by full text, with disagreements resolved through weekly discussions and, when necessary,
collaborative arbitration. The multi-stage screening resulted in 181 primary studies, of which
92 made use of LLOD resources and 89 defined 69 distinct linguistic linked datasets. In the
reporting phase, these datasets were analyzed in relation to the FAIR principles—findability,
accessibility, interoperability, and reusability—with those already indexed in the LLOD Cloud
monitored automatically on a weekly basis via KGHeartBeat [17], while the others were manually
checked through their accompanying publications and dataset websites, ensuring a consistent
and comprehensive assessment of linguistic linked data practices.

« Enrichment of an Existing Sub-Cloud. The process also supports the expansion of existing
sub-clouds. For example, the Life Sciences LOD Cloud [29] can be enriched with additional
biomedical datasets identified through automated tools or manual review. After extending the
dataset list (phase two), the newly enriched sub-cloud can undergo quality assessment (phase
three). This ensures the sub-cloud evolves with the growing needs and contributions of the
community while maintaining FAIR compliance.

+ Creation of a New Thematic Sub-Cloud. The full three-phase workflow is particularly useful
for constructing a novel sub-cloud—such as the Cultural Heritage LOD Cloud (CHeCLOUD?).
Based on the process described in [20], the construction of the cloud began with the LD dis-
coverability phase, using the December 2024 LOD Cloud snapshot as the primary source. From
an initial pool of 1, 658 datasets, two independent annotators manually examined dataset titles,
descriptions, and keywords to identify datasets both compliant with LD principles (C1) and
relevant to the Cultural Heritage domain (C2). Conflicts (105 cases, approximately 6%) were
resolved through discussion, with a third reviewer acting as arbiter. In addition, 49 further
datasets were manually collected from complementary sources, including GitHub and Zenodo
searches, expert recommendations, and relevant literature. A final inclusion screening was then
performed, involving detailed reviews of metadata, dataset landing pages, and available data. This
step generated additional discussions on 19 cases (around 10% of the eligible pool), ultimately
leading to the inclusion of 192 datasets in CHeCLOUD. Each dataset in the index is accompanied
by both coarse-grained and fine-grained quality assessment reports generated automatically
via KGHeartBeat [17], as demonstrated in Tuozzo et al. [30]. While coarse-grain visualization
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enables datasets comparison, the fine-grain one provides punctual access to individual dataset
quality scores over time. These scores are complemented by an automatically verbalized quality
summary, currently produced through Gemini 2.5 Pro, though the framework is designed to
support interchangeable LLMs. A preliminary evaluation confirms the accuracy and usefulness
of these generated summaries, while a more structured comparative study across alternative
LLMs remains a necessary next step. While the discoverability and metadata curation phases
still require human oversight, the quality assessment pipeline is fully automated and executed
on a weekly basis, ensuring the continuous monitoring of dataset FAIRness within the Cultural
Heritage domain.

4. Conclusion, Limitations, and Future Direction

The SDR process represents a high-level proposal for enabling reproducible, high-quality, and format-
agnostic dataset discovery and quality assessment, while remaining adaptable to the specific needs of
individual research communities. Although a universal, one-size-fits-all toolkit is difficult to achieve,
the provision of clear guidelines can ensure transparency, comparability, and reproducibility across
domains. To illustrate how the process operates in practice, this poster presents two domain-specific
pilots: CHeCLOUD, targeting Cultural Heritage, and the Linguistic LOD sub-cloud. Both pilots have
demonstrated the feasibility of enriching existing dataset indexes while providing periodic, fully au-
tomated FAIRness assessments. Their partial outcomes, such as curated dataset lists, quality trends,
and FAIR scores, are openly shared through public repositories, thereby strengthening transparency,
accountability, and open science practices.

A defining feature of the SDR process is its community-driven nature: domain experts and dataset
curators are actively invited to refine inclusion criteria, validate the relevance of candidate datasets, and
update metadata through collaborative platforms such as GitHub and Zenodo. Replication packages
and interactive dashboards further support external validation, creating open feedback loops that allow
the process to evolve in tandem with community needs. To enable customization of the visualizations
offered in CHeCLOUD, we publicly released the code for generating thematic LOD sub-clouds and
rendering dataset-related quality scores (https://github.com/isislab-unisa/Systematic-Dataset-Review).

Nonetheless, several challenges remain. Persistent issues include heterogeneous and incomplete
metadata, the absence of persistent identifiers, and the need to tailor discovery and inclusion strategies
across diverse data formats [31, 32]. The proposed use cases heavily rely on the LOD Cloud, while its
obsolescence and quality issues are well known in the literature [31, 32]. Moreover, the exponential
growth in both the volume and heterogeneity of available data underscores the urgency of robust
automated mechanisms for dataset discovery. While human oversight will remain indispensable for
ensuring contextual accuracy and final quality, sustainable and scalable dataset discoverability can
only be achieved by placing automation at the backbone of the process, complemented by community
expertise to ensure trust and relevance. These challenges highlight key avenues for future improvement,
including the development of more advanced automation pipelines, metadata enrichment techniques,
and reliable linking mechanisms to guarantee long-term usability and alignment with FAIR principles.
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