Human-Friendly Explanation for Ontology-based Concept
Similarity: Design and Development

Watanee Jearanaiwongkul’, Teeradaj Racharak’

TAdvanced Institute of So-Go-Chi (Convergence Knowledge) Informatics, Tohoku University, Miyagi, Japan

Abstract

While recent neuro-symbolic approaches have enabled interpretable computation of concept similarity in on-
tologies, translating these formal explanations into human-friendly forms remains a challenge. In this work, we
investigate how large language models, particularly ChatGPT and Gemini, can be prompted to generate natural
language explanations that justify similarity results in a way that is understandable to end users. Building on a
neuro-symbolic framework for measuring concept similarity in Description Logic (DL) ontologies, we explore
two types of human-friendly explanations i.e., node-based and path-based explanation. Furthermore, we evaluate
LLMs’s ability to generate each component of these path-based explanations using our small curated dataset. We
evaluate the effectiveness of prompting approaches along different dimensions such as clarity, informativeness,
and perceived usefulness through both qualitative analysis and user studies. Our results show the potential
and limitations of using LLMs as a tool to bridge the gap between formal similarity reasoning and human
interpretability, paving the way for more transparent ontology-driven systems.

Keywords
Explainable A, Explanation generation, Ontology Concept Similarity, LLMs, Interpretable Al

1. Introduction

The increasing deployment of Al systems in high-risk decision-making domains (e.g. healthcare, finance,
and laws) has gained high attention to their explainability to ensure transparency and accountability
[1, 2]. Considering Knowledge Graphs (KGs), Al models can effectively predict similarity scores between
concepts but explaining why two concepts are considered similar remains a challenging task and requires
a human-friendly and interpretable for users to understand and trust the system [3].

Logic-based explanation methods have proposed promising approaches, offering formal and struc-
tured reasoning steps that faithfully reflect the underlying computational logic [4]. These methods
can directly trace the paths and nodes within a KG that contribute to a similarity score. In our work,
we specifically utilize the logic-based explanations produced by a prior work [5], which introduces a
concept similarity measure in description logic &% # with pre-trained word embeddings. While this
approach provides sound and rigorous explanations, their explanations that support the reasoning are
symbolic, and still difficult for non-expert users to interpret.

To address this gap, we focus on creating human-friendly explanations that retain the structure of the
original logic-based reasoning, but are simpler and easier to read. We define two explanation types that
correspond to the key components of a KG: 1) Node-based Explanation and 2) Path-based Explanation.
In this work, we focus on readability and clarity and omit the full details of similarity computation from
the explanation trees due to their complexity and length.

To generate these explanations, we leverage Large Language Models (LLMs), specifically ChatGPT
40, by evaluating its performance in generating “path-based” explanations and analyze its strengths
and limitations using metrics such as precision, recall, and F1 score. Our study is an initial exploration
toward transforming symbolic reasoning outputs to natural language explanations.
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2. Dataset Preparation

Our goal was to construct a dataset consisting of original logic-based explanation and their corresponding
human-friendly explanations. To achieve this, we designed two explanation formats according to
homomorphism-based semantic similarity introduced in [5]: (1) node-based explanation (which
describes how a similarity score was calculated by using the comparison of similarity between two
nodes) and (2) path-based explanation (which describes by using the comparison of two paths instead).

To evaluate these formats, we conducted a survey with 20 participants (10 per each explanation type)
and used their feedback to improve and select one design for our experiment. The survey provided
participants with: (1) similarity score between two concepts, (2) background knowledge represented as
knowledge graphs, (3) summary explanation, (4) detailed explanation, and (5) table explanation.

Participants were asked to review the similarity score and explanation of why they are considered
similar, then respond to eight questions. The participants were recruited via Prolific!, compensated
fairly, and represented a wide range of demographics (ages 19-65, educational backgrounds from high
school to PhD, and professions including data analysis, engineering, IT, and research). All participants
were fluent in English and resided in countries such as the US, South Africa, Australia, Mexico, Canada,
and France. Table 1 presented the main results from six questions. The responses were rated on
a 0-7 Likert Scale (0 = lowest satisfaction, 7 = highest). While the node-based explanations were
easier to “read”, path-based explanations were more easier to “understand” and made the explanation
more sufficient as indicated by lower score on the questions about the need of additional explanation.
Therefore, we selected to experiment with path-based explanation approach and prepared a dataset
w.r.t. this format. A total of 20 well-constructed explanations were created and used for this study,
examples of which are shown in Table 2.

Question Average Median
Node-based Path-based Node-based Path-based

Q1. Does the explanation provide understandable reasons? 4.5 5.8 5 6

Q2. Is the explanation easy to read? 5.4 4.4 5 4.5
Q3. Is the explanation sufficient to answer why the 2 words are 4.9 5.4 5 5.5
similar?

Q4. Are you interested in more explanation of why they are similar? 5.4 4.3 5.5 4.5
Q5. Is the explanation enough to answer how the 2 words are 5.2 5.5 5 5.5
similar?

Q6. Are you interested in more explanation on how the similarity 5.6 4.5 5.5 4.5

score was calculated?

Table 1
Comparison of survey results between node-based explanation and path-based explanation.

3. Experiments and Results

3.1. Experimental setting

This work conducted an experiment using OpenAl API GPT-40 model, configured with a temperature 0
and top-p of 0.05 to ensure deterministic and focused outputs. The objective was to evaluate the model’s
performance in generating human-friendly explanations from the given logic-based explanations. As
aforementioned, our study involves three types of explanations: summary, detailed, and table-based.
Due to space limitation, a shortened version of the one-shot prompt is provided in Prompt 1, while the
complete prompt is publicly available on this GitHub repository?.

'https://www.prolific.com/
*https://github.com/realearn-people/sim-elh-explainer-to-text
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Item Detail

Description graphs representing Graph 1: SeaFood
the meaning of two concepts — (Menu, contain, Fish)
— (Menu, contain, Shrimp)
— (Menu, serveWith, LemonSauce)

Graph 2: FriedFood
— (Menu, contain, Shrimp)

Original explanation (from [5]) [G1*SeaFood][G2*FriedFood] - (0.52, G1*Menu, Gl*contain.Fish, G1*con-
tain.Shrimp, G1*serveWith.LemonSauce, (contain, serveWith))
[G1*Fish][G2*Shrimp] — (0.7, G1*Fish, { }, (Fish,Shrimp))
[G1*Shrimp][G2*Shrimp] — (1.0, G1*Shrimp, { }, { })
[G1*LemonSauce][G2*Shrimp] — (0.02, G1*Shrimp, { }, (LemonSauce, Shrimp))

Summary explanation They are 52% similar because
Their Top Parent node comparison: 1 of 1 matched 100%
Their Path comparison: 1 of 3 matched 100%

Detailed explanation They are 52% similar because
They share top parent node:
100% match: Menu
They share exactly the same “path” from Graph SeaFood to Graph FriedFood:
100% match: (Menu, contain, Shrimp) and (Menu, contain, Shrimp)
They share the similar “path” from Graph SeaFood to Graph FriedFood (partly computed
using the used embeddings):
70% match: (Menu, contain, Fish) and (Menu, contain, Shrimp)
2% match: (Menu, serveWith, LemonSauce) and (Menu, contain, Shrimp)

# Node or Path from Node or Path from Similarity

Graph 1: SeaFood Graph 2: FriedFood Result
) 1l Menu Menu Same
Table explanation

2 (Menu, {contain}, Fish) (Menu, {contain}, Shrimp) 70% match

3 (Menu, {contain}, Shrimp) (Menu, {contain}, Shrimp) Same
(Menu, {serveWith}, o : O

4 LemonSauce) (Menu, {contain}, Shrimp) 2% match

Table 2
Various types of explanations and graph representations for two concepts (namely, SeaFood and FriedFood).
Note that asterisk indicates super-sub structures of graph’s elements.

Input structure: You are given 2 things: 1. Graph: A pair of knowledge graphs. 2. Explanation: A list of structured tuples that
shown similarity scores and the reason how the score was calculated from: ...

Example of input: Graph 1: (...), Graph 2: (...)

Explanation:

«  [G1*ActivePlace][G2*Mangrove] — (0.62, {G1*Place}, {3{G1*canWalk, G1*canMoveWithLeg} Trekking, 3G1*canTravel-
WithSail Kayaking}, {(canMoveWithLeg, canTravelWithSail)})

«  [G1"Trekking][G2*Trekking] — (1.0, {G1*Trekking}, {},{})

. [G1*Kayaking][G2*Trekking] — (0.97, {G1*Kayaking}, { } , {(Kayaking,Trekking)} )

Output format of human-friendly explanation: ActivePlace and Mangrove are 62% similar meaning.

» Summary Explanation: ...
« Detail Explanation: ...
« Table Explanation: ...

Your task: generate a friendly, human-readable explanation based on the input below, using the exact format provided. [Input:]

3.2. Results and Discussion

Table 3 summarizes the results of the human-friendly explanation generation based on LLM approach.
The evaluation results compare metrics across three explanation types: 1) Summary Explanation, 2)
Detailed Explanation, and 3) Table Explanation. For the Summary Explanation, the exact match rate
is high for the top parent node (0.95) but lower for path comparison (0.5), indicating that generating
explanations for top parent node is the easiest task to tackle by LLMs, while generating for the whole path
is more challenging. Similarly, the table also shows high exact match rate for generation explanations
for top parent node in Detailed Explanation (Item 2.1 with 0.95 on exact match) and Table Explanation
(Item 3.1 with 1 on exact match). In the Detailed Explanation section, precision and recall are high
for listing the “same” path comparison (0.824), indicating balanced performance with minimal false



Explanation Item in each type Metrics

type of explanation Exact match Precision Recall F1 score

CGPT Gemini CGPT Gemini CGPT Gemini CGPT Gemini

1. Summary 1.1) # of exact match top parent node 0.95 1 - - - - - -

Explanation 1.2) # of exact match path comparison 0.5 0.4 - - - - - -

2. Detailed 2.1) List of same top parent nodes 0.95 1 - - - - - -
E;(planation 2.2) List of same path comparisons - - 0.824  0.895  0.824 0.94 0.824  0.919
2.3) List of similar path comparisons - - 1 1 0.5 0.7 0.67 0.824

3. Table 3.1) List of same top parent nodes 1 1 - - - - - -
Exélanation 3.2) List of same path comparisons - - 0.833 0.9 0.882 1 0.857 0.947
3.3) List of similar path comparisons - - 1 1 0.6 0.65 0.75 0.788

Table 3
Comparison of path-based explanation generation between ChatGPT-40 (CGPT) and Gemini-1.5-flash.

positives and false negatives. Moreover, the “similar” path comparison achieves perfect precision (1) but
a lower recall (0.5), resulting in a moderate F1 score (0.67), which indicates that many true matches are
missed. For Table Explanation, the performance is slightly better, with precision (0.833) and recall (0.882)
for the “same” path comparison leading to an F1 score of 0.857, and the “similar” path comparison shows
perfect precision (1) and a recall of 0.6, indicating the same trend of missing true matches as observed in
Detailed Explanation. Overall, these results suggest that Table Explanation provides the most balanced
performance across metrics, particularly for listing the results of the “same” path comparisons.

3.3. Related work

Logic-based explainability has recently emerged as a rigorous and interpretable alternative to post-hoc
explainers. Marques-Silv [6] provides a comprehensive survey on logic-based explanations in trustable
AI/ML which highlighting the needs of rigorous definitions, rigorous computation of explanations,
but also expressivity of explanations. The paper also discusses ongoing challenges and outlines future
directions, including the integration of symbolic and sub-symbolic methods and the need for scalable,
user-centric explanations. In [7], they focused on explaining the predictions of machine learning
models using interpretable concepts and logic rules. Specifically, explanation is provided in simple
first-order logic format for its expressiveness. Considering explaining concept similarity in ontologies,
Racharak [5] introduced an &% %~-based similarity scoring framework that combines description logic
with (pre-trained) embedding-based representations and offers structured symbolic explanations as
output. These methods offer precise explanations but the output form can be further optimized for
clarity to non-expert users. This work fulfills this gap by investigating how to generate human-friendly
explanation from the neural-symbolic structures for ontology-based concept similarity.

4. Conclusion

This study presents an initial step to explore human-friendly explanation generation for similarity
score of concepts. By defining node-based and path-based explanations and focusing on the latter in
a ChatGPT-based experiment, we demonstrated both the potential and challenges of using LLMs for
interpretable Al explanations. Our findings show that ChatGPT can effectively generate explanations
for single node comparison, particularly top-parent nodes in all three types of explanations. However, a
limitation remains in capturing true matches for similar path comparisons in both Detailed Explanations
and Table Explanations. Upon examining the errors, we observed that LLMs tend to miss correct
matches when the size of description graphs increase, i.e., the number of nodes and the graphs’ depth
increase. Another error happened when each edge was labeled by a set in the explanation graphs. Our
future steps are to enlarge the dataset, collect more feedback to improve the explanation format, as well
as experiment with other LLMs and deep learning-based models’ construction for text generation. We
also plan to fine-tune LLMs with our dataset for our explanation-graph-to-text translation in future.
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