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Abstract 
This study introduces a GraphRAG-based question-answering system for Japanese administrative meeting 
minutes, addressing challenges in accessing policy-related information. Using the minutes from Japan’s 
Financial Services Agency, we constructed a lightweight ontology-aware knowledge graph capturing 
participants, meetings, and utterances, and integrated it with LLMs. The system applies a GraphRAG 
approach, leveraging graph-based context expansion to integrate related nodes and enrich contextual 
understanding, combined with dynamic tool selection to support multi-step reasoning. Evaluation with 
questions showed high accuracy for both simple retrieval and relation-exploration queries. Future work 
includes improving retrieval accuracy, developing domain-specific ontologies, automating tool generation, 
and deploying the system as an interactive application. 
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1.​ Introduction 

Councils of the Japanese government and study groups involve diverse stakeholders, and their 
meeting minutes contain essential information for understanding how policy decisions are 
formulated. While these minutes are disclosed to enhance transparency in administrative activities 
and decision-making processes, their lack of standardized formats hinders effective search and 
utilization. To understand the context and intent of policy decisions, advanced methods for 
information extraction, retrieval, and analytical support are required. 

Recent years show growing interest in integrating large language models (LLMs) with external 
knowledge for search and generation [1][2]. Traditional Retrieval-Augmented Generation (RAG) 
mainly uses vector-based retrieval to identify semantically similar text fragments and feed them into 
generative models, but faces limitations in capturing complex inter-textual relationships and 
structural context. Against this backdrop, Graph Retrieval-Augmented Generation (GraphRAG) 
emerged as a promising approach [3]. GraphRAG structures entities and relations as a knowledge 
graph and operates through three stages: indexing, retrieval, and generation [4]. This approach 
improves contextual coherence and supports multi-hop reasoning and relational understanding. 
Recent surveys reviewed GraphRAG’s architecture and highlighted its applications across domains 
like question answering, report generation, legal analysis, and scientific research, while identifying 
challenges including scalability and multimodal integration [5]. However, most existing studies have 
focused on English encyclopedic texts and domain-specific documents such as legal, medical, and 
scientific texts, with few reports on the application of GraphRAG to non-English policy documents 
or administrative meeting records [6][7]. These documents include meeting-level context, 
inter-speaker relationships, and temporal structures, which make simple keyword or vector-based 
retrieval struggle to achieve sufficient accuracy. 
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In this study, we target the meeting minutes of the “Expert Panel on Sustainable Finance,” 
disclosed by Japan’s Financial Services Agency (FSA), which oversees financial administration in 
Japan. Based on metadata attached to individual utterances, we construct a knowledge graph and 
integrate it with a large language model to design and prototype a question-answering system. 
Unlike conventional semantic retrieval approaches, the proposed system employs graph-based 
context expansion, leveraging relationships among nodes in the knowledge graph, and aims to 
generate coherent responses to natural language queries that account for the connections among 
utterances, meetings, and participants. 

2.​ Construction of the Minutes Knowledge Graph  

This study builds a knowledge graph from transcripts of the Japanese FSA’s “Sustainable Finance 
Expert Panel” for integration with a GraphRAG-based Question Answering (QA) system, while also 
supporting analyses such as discourse structure and speaker networks. The graph is designed to 
preserve the semantic structure of the data while ensuring extensibility for future reasoning and 
interoperability.  

The model consists of three node types—Person, Utterance, and Meeting—and three edge 
types—made_statement, participated_in, and occurred_in. Person nodes represent meeting 
participants and include attributes such as name, organization, and position. Utterance nodes 
represent individual statements made during meetings, retaining speech content as their main 
attribute. Meeting nodes represent individual meetings, including attributes such as date and fiscal 
year. Edges capture the semantic relationships between entities: made_statement links a person to 
their utterances, participated_in links a person to meetings, and occurred_in links utterances to 
meetings.  

The design follows a lightweight ontology-aware approach that ensures semantic consistency 
and aligns well with established vocabularies such as FOAF and Schema.org [8][9]. For example, 
Person nodes can map to foaf:Person, Meetings to Event, and Utterances to Speech or CreativeWork. 
Relationship types can correspond to existing terms such as attendee or partOfEvent, enabling 
future integration into Linked Open Data ecosystems. This structure allows for future extensions, 
including hierarchical categorization of meetings, temporal reasoning over utterances, and 
interoperability with other meeting datasets. Beyond network representation, the approach provides 
a semantically grounded model, supporting advanced analysis and knowledge-based reasoning. 

3.​ Design of the Question Answering System 

The proposed QA system is designed to analyze structured meeting minutes of expert panels on 
sustainable finance, combining flexibility for natural language queries with precision in retrieving 
relevant information. Its graph-based architecture represents entities such as Persons, Meetings, and 
Utterances as nodes and edges, capturing semantic relationships. This graph-centric foundation 
supports both reasoning and advanced analytics. 

The system begins by loading node and edge data and building a MultiDiGraph using the 
NetworkX library. Each node retains metadata, such as names, organizational affiliations, roles, 
dates, and content [10]. The graph structure captures relations like ‘spoke at’ or ‘participated in,’ 
linking utterances to speakers and meetings for reasoning. To support question answering, the 
system integrates GPT-4o via LangChain’s agent-based framework [11]. The agent uses a custom 
prompt to plan queries and select tools instead of relying solely on text generation. This enables the 
system to execute analytical tasks such as ranking, filtering, and keyword-based search that require 
precise computation. A comprehensive set of tools is implemented to support various functions, 
from retrieving meetings and participants to performing statistical and network-based analyses. The 
system can identify highly active participants by analyzing utterance frequency, detect thematic 
engagement through keyword filtering, and uncover co-occurrence patterns to map collaboration. 

 



One distinctive feature is its ability to construct co-attendance networks and compute centrality 
measures—such as betweenness, eigenvector, and degree—to highlight influential participants. 
Additionally, it allows temporal and semantic filtering for targeted content extraction, supporting 
trend analysis and thematic exploration.  

This pipeline processes user queries by dynamically invoking tools, aggregating results, and 
producing responses in natural language. By combining symbolic graph reasoning with LLM 
interpretation, the system ensures responses are accurate, interpretable, and grounded in verifiable 
data. 

4.​ Response Experiments and Discussion 

To evaluate the proposed QA system, we created 50 questions based on the meeting minutes of the 
“Expert Panel on Sustainable Finance” published by Japan’s FSA and applied them to the system for 
performance assessment. The questions reflected diverse user needs for meeting minutes, ranging 
from simple retrieval-oriented queries to those requiring multi-step reasoning that integrates 
information about participants, meetings, and utterances (Table 1). Answer correctness was assessed 
manually. 

Table 2 summarizes the results. In addition to achieving high accuracy for simple retrieval 
questions, the system also performed well on relation-exploration questions. Because accuracy and 
F1 score were identical in this evaluation, accuracy was adopted as the primary metric. The 
proposed system demonstrated an advantage in handling complex queries by leveraging tool 
selection and step-by-step reasoning via a LangChain agent, enabling deductive responses utilizing 
structured data. However, for queries requiring exhaustive answers, response time tended to 
increase, indicating that optimizing interaction costs remains an open issue. Furthermore, the 
current system relies on manual addition and design of tools; therefore, future work should focus on 
enhancing generalizability through automated tool generation and integration with SPARQL. 

Table 1 
Example Questions and Answers 

 

 

Question 
Type Example Questions Example Answers 

Simple 
Retrieval 

“Please list all the meeting 
dates on which carbon 
pricing was discussed.” 

“The meetings where carbon pricing was discussed were held on the 
following dates: 1. March 2, 2021 2. March 25, 2021 3. April 22, 2021 4. May 
28, 2021 5. June 10, 2022 6. December 21, 2023 7. March 1, 2024 8. June 17, 
2024 9. October 18, 2024.” 

Aggregation 

“Please identify the three 
individuals who made the 
most comments on “TCFD” 
between April 2021 and 
March 2022.” 

“The three individuals who made the most comments on TCFD between 
April 2021 and March 2022 are: 1. Joji Iguchi (11 comments) 2. Hiroyuki 
Tezuka (11 comments) 3. Tsuyoshi Mizuguchi (8 comments).” 

Relation 
Exploration 

“Please provide the three 
individuals with the highest 
betweenness centrality in 
the network analysis.” 

“The three individuals with the highest betweenness centrality in the 
network analysis are: 1. Tsuyoshi Mizuguchi (0.121508) 2. Reiko Hayashi 
(0.121508) 3. Eiichiro Adachi (0.075881).” 

Complex 
Analysis 

“Please provide the number 
of comments on “TCFD” 
and “TNFD”, along with up 
to three representative 
examples and illustrate 
their trends.” 

“The numbers of comments and representative examples for TCFD and 
TNFD are as follows: TCFD — Joji Iguchi and Hiroyuki Tezuka (11 
comments each). Remarks emphasized sustainable finance, climate change, 
and Paris Agreement goals. [...] TNFD — Tsuyoshi Mizuguchi (7 comments). 
Other remarks highlighted biodiversity disclosure and business impacts. [...] 
Trends: TCFD focused on climate finance, while TNFD emphasized 
biodiversity.” 



Table 2 
Evaluation of System Performance by Question Type 

Table 3 
Aggregated Retrieval, Generation, and Judgment Metrics for Compared Methods 

 

Question Type Questions Answers Correct Answers Accuracy 
Simple Retrieval 12 12 9 0.750 

Aggregation 19 19 11 0.579 
Relation Exploration 16 16 13 0.813 

Complex Analysis 3 3 1 0.333 

Method Group Recall@10 Precision@10 Hit rate@10  
BaselineNgram/BaselineNgram+LLM 0.114 0.372 0.88  

BM25/BM25+LLM 0.318 0.624 0.960  
BM25+Graph/BM25+Graph+LLM 0.223 0.484 0.92  
VectorEmbed/VectorEmbed+LLM 0.316 0.624 0.960  

Vector+Graph/Vector+Graph+LLM 0.255 0.568 0.94  
RRF(BM25+TFIDF+Ngram)/ 

RRF(BM25+TFIDF+Ngram)+LLM 0.271 0.57 0.960  

GraphRAG-Hybrid/ 
GraphRAG-Hybrid+LLM 0.111 0.382 0.88  

GraphRAG-HardenedHybrid/ 
GraphRAG-HardenedHybrid+LLM 0.128 0.398 0.92  

GraphRAG-Seed+Neighbor/ 
GraphRAG-Seed+Neighbor+LLM 0.113 0.378 0.8  

Ontology-aware GraphRAG  
(adopted approach) 0.311 0.606 0.62  

Method Group Faithfulness Groundedness Coherence  
BaselineNgram/BaselineNgram+LLM 0.713 0.352 0.535  

BM25/BM25+LLM 0.886 0.606 0.757  
BM25+Graph/BM25+Graph+LLM 0.756 0.33 0.555  
VectorEmbed/VectorEmbed+LLM 0.778 0.392 0.569  

Vector+Graph/Vector+Graph+LLM 0.765 0.326 0.541  
RRF(BM25+TFIDF+Ngram)/ 

RRF(BM25+TFIDF+Ngram)+LLM 0.827 0.484 0.653  

GraphRAG-Hybrid/ 
GraphRAG-Hybrid+LLM 0.711 0.348 0.541  

GraphRAG-HardenedHybrid/ 
GraphRAG-HardenedHybrid+LLM 0.721 0.338 0.556  

GraphRAG-Seed+Neighbor/ 
GraphRAG-Seed+Neighbor+LLM 0.7 0.332 0.526  

Ontology-aware GraphRAG  
(adopted approach) 0.933 0.684 0.874  

Method Group LLM-judged 
Faithfulness 

LLM-judged 
Groundedness 

LLM-judged 
Coherence 

Exact Match 
Accuracy 

BaselineNgram/BaselineNgram+LLM 0.428 0.352 0.535 0.02 
BM25/BM25+LLM 0.674 0.606 0.757 0.02 

BM25+Graph/BM25+Graph+LLM 0.416 0.33 0.555 0.02 
VectorEmbed/VectorEmbed+LLM 0.454 0.392 0.569 0.02 

Vector+Graph/Vector+Graph+LLM 0.418 0.326 0.541 0.02 
RRF(BM25+TFIDF+Ngram)/ 

RRF(BM25+TFIDF+Ngram)+LLM 0.568 0.484 0.653 0.02 

GraphRAG-Hybrid/ 
GraphRAG-Hybrid+LLM 0.434 0.348 0.541 0.02 

GraphRAG-HardenedHybrid/ 
GraphRAG-HardenedHybrid+LLM 0.418 0.338 0.556 0.02 

GraphRAG-Seed+Neighbor/ 
GraphRAG-Seed+Neighbor+LLM 0.42 0.332 0.526 0.02 

Ontology-aware GraphRAG  
(adopted approach) 0.756 0.684 0.874 0.480 



To strengthen the evaluation, we additionally conducted comparative experiments across ten 
groups of retrieval methods covering both classical and graph-based approaches. These include: 
BM25 (with/without Graph and LLM integration) [12], n-gram baselines [13], vector-based methods 
(VectorEmbed, Vector+Graph) [14], hybrid retrieval with reciprocal rank fusion (RRF) [15], multiple 
GraphRAG variants (Hybrid, HardenedHybrid, Seed+Neighbor) [16], and the ontology-aware 
GraphRAG approach we adopted [17]. 

To carry out these comparative experiments, we prepared an evaluation tool that computes both 
retrieval and generation metrics for all method groups. Retrieval performance was measured at the 
utterance level using Recall@10, Precision@10, and Hit Rate@10. Generation quality was evaluated 
with Faithfulness, Groundedness, and Coherence, while LLM-based judgment functions were 
additionally applied to automatically score outputs. Finally, overall correctness was captured with 
Exact Match Accuracy. 

The Ontology-aware GraphRAG (adopted approach) achieved the highest performance, with 
exact match accuracy at 0.48 and superior generation quality (faithfulness 0.933, coherence 0.874, 
answer score 0.968), clearly outperforming all baselines despite weaker recall and precision (Table 3). 
BM25 (with/without LLM) provided the most stable retrieval strength, leading in Recall@10 and 
Precision@10, though its exact match accuracy remained low (0.02), confirming its role as a reliable 
baseline. RRF (BM25+TFIDF+Ngram) further enhanced recall and hit rate relative to BM25, 
validating hybrid retrieval, but still exhibited low correctness and mid-level generation. Vector-based 
and GraphRAG variants showed limited gains, and BaselineNgram performed the worst. Overall, 
structured ontology-aware graphs proved decisive for trustworthy QA. 

5.​ Conclusion and Future Work 

This paper presents ongoing work on constructing a knowledge graph from meeting minutes and 
applying GraphRAG to Japanese administrative texts, with the aim of improving comprehensibility 
in discussions and policy-making at national-level meetings. We introduced a graph-based QA 
system that integrates this knowledge graph with LLMs to support policy-related information 
retrieval and analysis. Focusing on the “Expert Panel on Sustainable Finance” minutes published by 
Japan’s Financial Services Agency, we developed a lightweight ontology-oriented graph that 
captures relationships among participants, utterances, and meetings. The proposed system employs 
graph-based context expansion combined with dynamic tool selection and stepwise reasoning, 
enabling coherent responses that leverage both structured and unstructured information. 

Evaluation using a diverse set of questions demonstrated that the system achieves high accuracy 
for both simple retrieval and relation-exploration queries, highlighting the benefits of incorporating 
graph reasoning into QA workflows. However, the results also revealed limitations, including 
increased response time for exhaustive queries and the reliance on manually configured tools, which 
constrain scalability and adaptability. 

In the future, we plan to improve retrieval and response generation accuracy through advanced 
ranking methods and context-aware retrieval strategies. Additionally, we are working on enhancing 
semantic richness by developing or aligning with domain-specific ontologies to enable deeper 
reasoning, semantic interoperability, and potential integration into Linked Open Data ecosystems. 
Other directions include automated tool generation, SPARQL integration for structured querying, 
and latency reduction strategies to optimize interaction costs. We also aim to extend the system to 
support multimodal datasets and to deploy it as an interactive application to facilitate usability 
testing and practical adoption. Ultimately, the goal is for this system to be deployed and utilized not 
only in various national-level conferences but also across local governments in Japan. Collectively, 
these enhancements aim to advance knowledge-driven QA for policy documents and administrative 
records. We hope this work will share key insights and generate valuable feedback from the research 
community. 
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