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Abstract
We establish a correspondence between (fragments of) 𝒯 ℰℒ○

, a temporal extension of ℰℒ with the LTL operator

○𝑘
, and conjunctive grammars (context-free grammars equipped with the operation of intersection). This

connection implies that 𝒯 ℰℒ○
does not enjoy ultimate periodicity of models, and further leads to undecidability

of query answering in 𝒯 ℰℒ○
, closing a question left open since the introduction of 𝒯 ℰℒ○

. It also allows to

establish decidability of query answering for some new fragments of 𝒯 ℰℒ○
, and to reuse for this purpose existing

tools and algorithms for conjunctive grammars.
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This extended abstract presents the main results of a paper accepted for ECAI 2025 [1]. We consider

(fragments of) 𝒯 ℰℒ, a temporal extension of ℰℒ with operators of linear temporal logic (LTL) introduced

by Gutiérrez-Basulto et al. [2]. In this setting, ABox facts are associated with timestamps (they are of the

form 𝐴(𝑎, 𝑛) or 𝑟(𝑎, 𝑏, 𝑛) with 𝑛 ∈ Z) and TBox concept inclusions may feature some operators from

LTL: ○ (next), ○−
(previous), ◇ (eventually) and ◇− (eventually in the past). Moreover, it is allowed to

specify that some roles (binary relations) are rigid, i.e. do not change over time.

Example 1. Imagine that Alice is a professor in 2025, denoted Prof(Alice, 2025). Professorship is per-
manent and requires advising students, who in three years become doctors. Being an advisor of a doctor
makes one proud, and proud professors are happy. This knowledge is formalized as follows (using a rigid
role advisorOf):

Prof ⊑ ○Prof Prof ⊓ Proud ⊑ Happy Student ⊑ ○3Dr

Prof ⊑ ∃advisorOf.Student ∃advisorOf.Dr ⊑ Proud

Figure 1a provides a graphical representation of some information about Alice that can be inferred from
Prof(Alice, 2025) and the above 𝒯 ℰℒ-TBox. In particular, Alice is happy in 2028.

𝒯 ℰℒ stems from a line of research which studies combinations of various description logics and LTL
operators [3, 4, 5]. For a more in-depth discussion of temporal reasoning, we refer the reader to the

survey by Artale et al. [6].

Query answering and ultimately periodic TBoxes. We refer to Gutiérrez-Basulto et al. [2] for

the formal definition of 𝒯 ℰℒ. We write (𝒯 ,𝒜) |= 𝐴(𝑎, 𝑛) if a fact 𝐴(𝑎, 𝑛) is logically implied by

a TBox 𝒯 and an ABox 𝒜, and 𝒯 |= 𝐴 ⊑ ○𝑛𝐵 if the concept inclusion 𝐴 ⊑ ○𝑛𝐵 is logically

implied by 𝒯 . The temporal atomic query (TAQ) answering problem is that of deciding, given 𝒯 ,

𝒜 and 𝐴(𝑎, 𝑛), whether (𝒯 ,𝒜) |= 𝐴(𝑎, 𝑛). In particular, if 𝒯 is the TBox of Example 1, we have

(𝒯 , {Prof(Alice, 2025)}) |= Happy(Alice, 2028). We write NC(𝒯 ) for the set of concept names that

occur in 𝒯 .
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(a) Some inferences for Example 1. Dashed lines repre-

sent the temporal evolution of a given element, while

dotted lines represent a relation whose existence is

known due to role rigidity.
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(b) An illustration for the facts that 𝑐3 ∈
𝐿𝐺𝒯 (𝒩ProfProf), in the upper part, and

𝑐3 ∈ 𝐿𝐺𝒯 (𝒩ProfProud), in the lower part. Each

symbol 𝑐 stands for a step forward in time.

Figure 1: Illustrations for the TBox 𝒯 of Example 1.

Gutiérrez-Basulto et al. [2] showed that TAQ answering is undecidable for 𝒯 ℰℒ. To restore decidabil-

ity, they considered the fragment 𝒯 ℰℒ○
, which only allows operators ○ and ○−

, and imposed additional

syntactic constraints based on some form of acyclicity (either on the description logics side, or on the

temporal side). The constraints were designed to enforce the crucial property of ultimate periodicity.

A TBox 𝒯 is ultimately periodic if for all 𝐴,𝐵 ∈ NC(𝒯 ), the languages {𝑐𝑛 | 𝒯 |= 𝐴 ⊑ ○𝑛𝐵,𝑛 ∈ N}
and {𝑐𝑛 | 𝒯 |= 𝐴 ⊑ ○−𝑛𝐵,𝑛 ∈ N} are regular,

1
and TAQ answering with ultimately periodic 𝒯 ℰℒ○

-

TBoxes is in PSpace, for data complexity [2]. It was left open whether every 𝒯 ℰℒ○
-TBox is ultimately

periodic and whether TAQ answering with 𝒯 ℰℒ○
-TBoxes is decidable.

Our contribution is to link temporal reasoning with 𝒯 ℰℒ○
-TBoxes to the study of associated formal

languages, which allows us to close (negatively) these open questions and obtain additional results. We

work with 𝒯 ℰℒ○
-TBoxes in normal form, whose concept inclusions are of the form

𝐴 ⊑ ○𝑛𝐵 𝐴 ⊓𝐴′ ⊑ 𝐵 ∃𝑟.𝐴 ⊑ 𝐵 𝐴 ⊑ ∃𝑟.𝐵 (1)

with 𝑛 ∈ Z encoded in unary. We will further consider two fragments of 𝒯 ℰℒ○
: the future fragment,

𝒯 ℰℒ○
future, is obtained by setting 𝑛 ⩾ 0, and the linear fragment, 𝒯 ℰℒ○

lin, disallows concept inclusions

of the form 𝐴 ⊓𝐴′ ⊑ 𝐵. For simplicity, in this extended abstract we assume that all roles are rigid (all

the results hold without this assumption).

Conjunctive grammars as introduced by Okhotin [7], have the form 𝐺 = (𝑁,Σ, 𝑅), with an alphabet

Σ and finite sets 𝑁 , of nonterminals, and 𝑅, of rules of the form 𝒩 → 𝛼&𝛽, where 𝒩 ∈ 𝑁 , and

𝛼, 𝛽 ∈ (𝑁 ∪ Σ)*. The semantics extends that of context-free grammars [8], with 𝛼&𝛽 being the

intersection of languages generated by 𝛼 and 𝛽. We write 𝐿𝐺(𝒩 ) for the language generated by 𝒩
(such languages are called conjunctive). An example of a conjunctive language which is not context-free

is {𝑎𝑛𝑏𝑛𝑐𝑛 | 𝑛 ∈ N} = {𝑎𝑛𝑏𝑛𝑐𝑘 | 𝑘, 𝑛 ∈ N} ∩ {𝑎𝑘𝑏𝑛𝑐𝑛 | 𝑘, 𝑛 ∈ N}. We refer to the survey by Okhotin

[9] for more details.

The membership problem for conjunctive grammars is P-complete [10]. A language (or a grammar)

is called unary when the underlying alphabet contains just one symbol, i.e. Σ = {𝑐}. It follows from

Parikh’s Theorem [11] that every unary context-free language is regular. In contrast, there are unary

conjunctive languages that are nonregular [12], and it is even undecidable whether a given grammar

generates an empty language, or a regular language [13].

TBoxes and grammars. We establish a correspondence between TBoxes of 𝒯 ℰℒ○
future and 𝒯 ℰℒ○

lin and

unary grammars.

Theorem 2. For every 𝒯 ℰℒ○
future-TBox 𝒯 , one can construct in polynomial time a unary conjunctive

grammar 𝐺𝒯 = (𝑁𝒯 , {𝑐}, 𝑅𝒯 ) such that for any 𝐴,𝐵 ∈ NC(𝒯 ), there is 𝒩𝐴𝐵 ∈ 𝑁𝒯 such that
𝑐𝑛 ∈ 𝐿𝐺𝒯 (𝒩𝐴𝐵) iff 𝒯 |= 𝐴 ⊑ ○𝑛𝐵.
1

Gutiérrez-Basulto et al. [2] gave a different definition based on quasimodels, but it is equivalent to ours.



We sketch the construction. Set 𝑁𝒯 = {𝒩𝐴𝐵 | 𝐴,𝐵 ∈ NC(𝒯 )} and let 𝑅𝒯 contain exactly the

following rules.

𝒩𝐴𝐵 → 𝜀, for 𝐴 ⊑ 𝐵 ∈ 𝒯 or 𝐴 = 𝐵 (2)

𝒩𝐴𝐵 → 𝑐𝑘, for 𝐴 ⊑ ○𝑘𝐵 ∈ 𝒯 , 𝑘 > 0 (3)

𝒩𝐴𝐵 → 𝒩𝐴𝐶 & 𝒩𝐴𝐷, for 𝐴 ∈ NC(𝒯 ), 𝐶 ⊓𝐷 ⊑ 𝐵 ∈ 𝒯 (4)

𝒩𝐴𝐵 → 𝒩𝐶𝐷, for 𝐴 ⊑ ∃𝑟.𝐶, ∃𝑟.𝐷 ⊑ 𝐵 ∈ 𝒯 (5)

𝒩𝐴𝐵 → 𝒩𝐴𝐶 𝒩𝐶𝐵, for 𝐴,𝐵,𝐶 ∈ NC(𝒯 ) (6)

Intuitively, for every pair of concept names 𝐴,𝐵 ∈ NC(𝒯 ), 𝐺𝒯 encodes every possible way of

deriving 𝐵(𝑎, 𝑛) from 𝐴(𝑎, 0) with 𝒯 : either directly (using (2) when 𝑛 = 0 or (3) when 𝑛 = 𝑘 > 0),

or by obtaining 𝐶(𝑎, 𝑛) and 𝐷(𝑎, 𝑛) that together give 𝐵(𝑎, 𝑛) (4), or by going through an anonymous

object (5), or through an intermediate point 𝐶(𝑎,𝑚), 0 ⩽ 𝑚 ⩽ 𝑛 (6). See Figure 1b for an illustration.

Interestingly, a converse translation is also possible.

Theorem 3. For every unary conjunctive grammar 𝐺 = (𝑁, {𝑐}, 𝑅), one can construct in polynomial
time a 𝒯 ℰℒ○

future-TBox 𝒯𝐺 and 𝐴 ∈ NC(𝒯𝐺), such that for every ℬ ∈ 𝑁 there is 𝐵 ∈ NC(𝒯𝐺) such that
𝒯𝐺 |= 𝐴 ⊑ ○𝑛𝐵 iff 𝑐𝑛 ∈ 𝐿𝐺(ℬ).

When considering the linear fragment, a similar connection can be built using only context-free

grammars (over a two-symbol alphabet).

Theorem 4. For every 𝒯 ℰℒ○
lin-TBox 𝒯 , there exists a context-free grammar Γ𝒯 = (𝑁𝒯 , {𝑐, 𝑑}, 𝑅′

𝒯 ), of
size polynomial in |𝒯 |, such that for any 𝐴,𝐵 ∈ NC(𝒯 ), there is 𝒩𝐴𝐵 ∈ 𝑁 such that 𝒯 |= 𝐴 ⊑ ○𝑛𝐵 iff
there exists 𝑤 ∈ 𝐿Γ𝒯 (𝒩𝐴𝐵) with #𝑐(𝑤)−#𝑑(𝑤) = 𝑛.

Here, 𝑁𝒯 = {𝒩𝐴𝐵 | 𝐴,𝐵 ∈ NC(𝒯 )} is as in Theorem 2, and 𝑅′
𝒯 contains exactly the rules defined

by (2), (3), (5), (6), as well as the following rules.

𝒩𝐴𝐵 → 𝑑 |𝑘|, for 𝐴 ⊑ ○𝑘𝐵 ∈ 𝒯 , 𝑘 < 0 (3
*
)

In a word 𝑤 ∈ {𝑐, 𝑑}*, a symbol 𝑐 corresponds to a step forwards in time, and a symbol 𝑑 to a step

backwards. Otherwise, the intuition behind Γ𝒯 is the same as that given for 𝐺𝒯 .

Note that Theorem 4 is not constructive: although Γ𝒯 can be computed when all roles in 𝒯 are rigid,

in the general case we could only prove that it exists.

Consequences for temporal atomic query answering. Using Theorem 2, we show that TAQ

answering with 𝒯 ℰℒ○
future-TBoxes is decidable in polynomial time

2
. It also follows that one can use

tools that have been developed for conjunctive grammars, such as Whale Calf [14]. Furthermore, by

Theorem 4 and Parikh’s Theorem [11], every 𝒯 ℰℒ○
lin-TBox is ultimately periodic. Using this, we show

that TAQ answering with 𝒯 ℰℒ○
lin-TBoxes is NL-complete for data complexity (and in ExpSpace for

combined complexity, when all role names are rigid).

On the other hand, by Theorem 3 and results on unary conjunctive grammars [9], there exists a

𝒯 ℰℒ○
future-TBox that is not ultimately periodic. Moreover, we show that deciding emptiness of unary

conjunctive grammars is reducible to TAQ answering with 𝒯 ℰℒ○
-TBoxes, or to TAQ answering with

𝒯 ℰℒ○
future-TBoxes extended with rigid concept names. It follows that TAQ answering is undecidable in

these two cases. It is also undecidable to check if the language {𝑐𝑛 | 𝒯 |= 𝐴 ⊑ ○𝑛𝐵} is regular for a

𝒯 ℰℒ○
future-TBox 𝒯 and 𝐴,𝐵 ∈ NC(𝒯 ).

The fact that 𝒯 ℰℒ○
future is not ultimately periodic is arguably unexpected, as its temporal component,

LTL, is ultimately periodic [15], and its DL component, ℰℒ, is such that every pair (𝒯 ,𝒜) possesses

a canonical model which has, informally speaking, a regular structure [16]. It remains open if ulti-

mate periodicity of 𝒯 ℰℒ○
-TBoxes is decidable, since for the corresponding problem—given a unary

conjunctive grammar tell if all its nonterminals generate regular languages—no result is known.

2

This can be alternatively derived from the results of Gutiérrez-Basulto et al. [2] on the temporally acyclic 𝒯 ℰℒ○
.



We hope to employ the TBox-grammar correspondence to develop a practical reasoner for 𝒯 ℰℒ○
future.

On the more theoretical side, it is possible that this correspondence can be lifted to more expressive

temporal description logics and more general classes of formal grammars (e.g. Boolean grammars [9]).

We also believe that our results may be of independent interest for the theory of unary conjunctive

grammars.
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