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Abstract
We investigate the computational complexity of the containment problem for conjunctive queries given in linear
temporal logic LTL with the operators ‘eventually’ and ‘next-time’. We show that this problem is coNP-complete
and identify a few restricted query classes for which containment is tractable (in LogSpace).
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1. Introduction

Our concern in this paper is the containment problem for very basic temporal conjunctive queries that
are built from atoms—propositional variables representing atomic events and ⊤—using conjunction and
the temporal operators ○ (at the next moment) and ◇ (sometime later) from the linear temporal logic
LTL. Such queries are supposed to be evaluated over data instances that consist of facts of the form 𝐴(ℓ)
stating that atomic proposition 𝐴 is true at time ℓ, for ℓ ∈ N. This setting is relevant to applications in
numerous areas ranging from temporal databases and streams to temporal ontology-based data access,
pattern matching and learning; see the Motivation and Related Work section below for some details and
references.

Using the fact that our queries correspond to tree-shaped conjunctive queries, it is readily seen
that the query evaluation problem—given a query 𝑞, a data instance 𝒟, and a timestamp ℓ from the
temporal domain of 𝒟, decide whether 𝑞 is true at ℓ in the model determined by 𝒟—is decidable in
polynomial time (in the size of 𝒟 and 𝑞). The containment problem for these queries turns out to be
more interesting.

Recall that the query containment problem is to decide, given any queries 𝑞 and 𝑞′, whether, for every
data instance 𝒟, the answers to 𝑞 over 𝒟 are contained in the answers to 𝑞′ over 𝒟. Our main result in
this paper proves that query containment for our most expressive query language is non-tractable and
coNP-complete. It is the hardness part of the result that is of interest while the upper bound is more or
less straightforward. We also show that, for queries without ○, containment is in the complexity class
L (LogSpace); it is also in L for path queries with both ○ and ◇.

As we are only considering queries that are existential LTL-formulas (without the operator ‘always in
the future’), the containment problem is equivalent to the validity of formulas of the form 𝑞 → 𝑞′ in finite
or infinite temporal models. So, our results also contribute directly to the research problem of classifying
fragments of LTL according to their computational complexity; see, e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9, 10].

Motivation and Related Work. Temporal data is ubiquitous in the digital world, and there are
numerous applications having our non-relational propositional LTL-queries as a core. For example,
temporal variants of SQL tailored to effectively retrieve information from temporal databases rely on
LTL-operators [11, 12]. In ontology-based data access (OBDA), temporal conjunctive formulas are often
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utilised as a core user-friendly language to formulate both queries and ontology rules; see, e.g., [13] and
further references therein as well as more recent [14, 15, 16]. Another recent application of LTL-queries
is extraction of (or learning) patterns from temporal data examples [17]. In this setting, conjunctive
LTL-queries, their subclasses such as path queries and extensions, say with disjunction, have been
studied in [18, 19, 20, 21]. Note also that there is a close link between evaluating path queries and
algorithms for finding patterns in strings [22, 23], a problem having multiple applications such as DNA
analysis in bioinformatics.

Query containment was shown to be NP-complete for standard database conjunctive queries by
reduction to query evaluation in the seminal work [24]. Since then query containment has been studied
for numerous query languages. Most closely related is work on containment for fragments of XPath [25]
and query containment over trees [26]. In these languages, similar to our work, queries can refer
to nodes reachable along the transitive closure of a successor relation. Very different techniques are
used, however, since we assume a linear order instead of a tree. Our results are also closely related
to the work on subsumption in extensions of ℰℒ. Observe that our queries are notational variants of
ℰℒ-concepts with two roles (one corresponding to ○ and the other to ◇). Hence, subsumption between
ℰℒ concepts over interpretations, in which one role is interpreted as the transitive closure of another
role, corresponds exactly to query containment in our language, except that arbitrary interpretations
(equivalently, by unfolding, tree-shaped ones) are considered, and not linear orders. In [27], coNP-
hardness is shown for subsumption in ℰℒ with transitive closure using the technique introduced for
XPath in [25]. Again, this technique is not applicable for linear orders.

2. Temporal Data and Queries

Temporal data instances. By a temporal data instance we mean here any finite set 𝒟 ̸= ∅ of facts of
the form 𝐴(ℓ), where 𝐴 is a propositional variable, henceforth called an atom, and ℓ ∈ N. Intuitively,
𝐴(ℓ) says that event 𝐴 happened at time instant ℓ. The signature sig(𝒟) of 𝒟 is the set of atoms
occurring in it. The maximal time ℓ in 𝒟 is denoted by max𝒟. Where convenient, we also write 𝒟
as the word 𝛿0 . . . 𝛿max𝒟 over the alphabet 2sig(𝒟) with 𝛿𝑖 = {𝐴 | 𝐴(𝑖) ∈ 𝒟} for each 𝑖 ≤ max𝒟. By
definition, 𝛿max𝒟 ̸= ∅. For example, the data instance 𝒟 = {𝐴(2), 𝐵(2), 𝐴(3), 𝐴(4)}, illustrated in the
picture below, is also given by the word ∅∅{𝐴,𝐵}{𝐴}{𝐴} or ∅2{𝐴,𝐵}{𝐴}2 if we use standard formal
language abbreviations.
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Temporal conjunctive queries. To query data instances, we employ LTL-formulas that are built
from atoms and the logical constant ⊤ using conjunction ∧ and the unary temporal operators ○ (next
time) and ◇ (sometime in the future). We consider the following classes of queries:

𝒬[○◇]: all ○◇-queries (that is, all queries in our language);

𝒬[◇]: all ◇-queries (that is, ○◇-queries not containing ○);

𝒬𝑝[○◇]: path ○◇-queries, that is, ○◇-queries of the form

𝑞 = 𝜌0 ∧ 𝑜1

(︀
𝜌1 ∧ 𝑜2(𝜌2 ∧ · · · ∧ 𝑜𝑛−1(𝜌𝑛−1 ∧ 𝑜𝑛𝜌𝑛))

)︀
, (1)

where 𝑜𝑖 ∈ {○,◇} and the 𝜌𝑖 are conjunctions of atoms (we often treat these conjunctions as
sets and the empty conjunction as ⊤);

𝒬𝑝[◇]: path ◇-queries, that is, those queries in 𝒬𝑝[○◇] that do not contain ○;

𝒬in: interval-queries, that is, queries of the form (1) with 𝜌0 = ⊤, 𝜌1 ̸= ⊤, 𝑜1 = ◇, and 𝑜𝑖 = ○, for
𝑖 > 1.



We do not consider query classes with ○-operators only, for which the containment problem is trivial.
The truth-relation 𝒟, ℓ |= 𝑞, saying that a query 𝑞 is true in 𝒟 at any moment ℓ ∈ N, is defined as usual
in temporal logic under the strict semantics; see, e.g., [28, 29] and further references therein:

𝒟, ℓ |= ⊤, 𝒟, ℓ |= 𝐴 iff 𝐴(ℓ) ∈ 𝒟, 𝒟, ℓ |= 𝑞′ ∧ 𝑞′′ iff 𝒟, ℓ |= 𝑞′ and 𝒟, ℓ |= 𝑞′′,

𝒟, ℓ |= ○𝑞′ iff 𝒟, ℓ+ 1 |= 𝑞′, 𝒟, ℓ |= ◇𝑞′ iff 𝒟,𝑚 |= 𝑞′, for some 𝑚 > ℓ.

An answer to a query 𝑞 over a data instance 𝒟 is any ℓ such that 0 ≤ ℓ ≤ max𝒟 and 𝒟, ℓ |= 𝑞. The
temporal depth tdp(𝑞) of 𝑞 is the maximum number of nested temporal operators in 𝑞; the size |𝑞| of 𝑞
is the number of symbols in it.

Note that there is a close link between evaluating path queries and algorithms for finding patterns in
strings [23]. A sequence is a data instance 𝒟 = 𝛿0 . . . 𝛿𝑚 with 𝛿0 = ∅ and |𝛿𝑖| = 1, for 0 < 𝑖 ≤ 𝑚. A
sequence query is a path query of the form (1) with 𝜌0 = ∅ and |𝜌𝑖| = 1, for 0 < 𝑖 ≤ 𝑛. We say that
𝜌1 . . . 𝜌𝑛 is a subsequence of 𝒟 if there are 0 < 𝑖1 < . . . < 𝑖𝑛 ≤ 𝑚 with 𝛿𝑖𝑗 = 𝜌𝑗 , for 1 ≤ 𝑗 ≤ 𝑛, and
we say that 𝜌1 . . . 𝜌𝑛 is a subword of 𝒟 if there is 𝑘 ≤ 𝑚 with 𝛿𝑘+𝑗 = 𝜌𝑗 , for 1 ≤ 𝑗 ≤ 𝑛. Querying
sequences using sequence queries corresponds to the following matching problems:

– for any sequence query 𝑞 ∈ 𝒬𝑝[◇] of the form (1), we have 𝒟, 0 |= 𝑞 iff 𝜌1 . . . 𝜌𝑛 is a subsequence
of 𝒟;

– for any sequence query 𝑞 ∈ 𝒬in of the form (1), we have 𝒟, 0 |= 𝑞 iff 𝜌1 . . . 𝜌𝑛 is a subword of 𝒟.

We write 𝑞 |= 𝑞′ if 𝒟, 0 |= 𝑞 implies 𝒟, 0 |= 𝑞′ for all 𝒟, and 𝑞 ≡ 𝑞′ if 𝑞 |= 𝑞′ and 𝑞′ |= 𝑞, in which
case 𝑞 and 𝑞′ are called equivalent. For example, for any query 𝑞, we have ◇○𝑞 ≡ ○◇𝑞 ≡ ◇◇𝑞 ≡
◇(⊤ ∧◇𝑞). It follows that every 𝒬𝑝[○◇]-query is equivalent to a query 𝑞 of the form (1), in which
𝜌𝑛 ̸= ⊤ and whenever 𝜌𝑖 = ⊤, 0 < 𝑖 < 𝑛, then 𝑜𝑖 = 𝑜𝑖+1; in this case, we say that 𝑞 is in normal form.
Conversion to normal form can be done in L.

A query 𝑞 ∈ 𝒬[◇] is in normal form if 𝑞 = 𝜌 ∧ 𝑞1 ∧ · · · ∧ 𝑞𝑛, where 𝜌 is a conjunction of atoms and
each 𝑞𝑖, for 𝑖 = 1, . . . , 𝑛, is a 𝒬𝑝[◇]-query (in normal form) that starts with ◇. Again, every 𝑞 ∈ 𝒬[◇]
can be converted to normal form in L using the equivalence

𝜌0 ∧◇(𝜌1 ∧
𝑛⋀︁

𝑖=1

◇𝑞𝑖) ≡ 𝜌0 ∧
𝑛⋀︁

𝑖=1

◇(𝜌1 ∧◇𝑞𝑖).

For example, ◇(𝐴 ∧◇𝐵 ∧◇𝐶) ≡ ◇(𝐴 ∧◇𝐵) ∧◇(𝐴 ∧◇𝐶).
A query 𝑞 ∈ 𝒬[○◇] is in normal form if 𝑞 = 𝑟∧𝑞1∧· · ·∧𝑞𝑛, where 𝑟 is a 𝒬𝑝[○]-query—that is, a ◇-

free 𝒬𝑝[○,◇]-query—and each 𝑞𝑖 takes the form ◇(𝑟1,𝑖∧◇(𝑟2,𝑖∧· · ·∧◇𝑟𝑛𝑖,𝑖)) with 𝒬𝑝[○]-queries 𝑟𝑗,𝑖,
for 𝑗 = 1, . . . , 𝑛𝑖. Each 𝑞 ∈ 𝒬[○◇] can be converted to normal form in polytime using the equivalence
above, ○◇𝑞 ≡ ◇○𝑞 and ○(𝑞 ∧ 𝑞′) ≡ (○𝑞 ∧ ○𝑞′). For example, ○(○𝐴 ∧◇○(𝐵 ∧◇○𝐶 ∧◇𝐷)) ≡
○2𝐴 ∧◇(○2𝐵 ∧◇○3𝐶 ∧◇○2𝐷)) ≡ ○2𝐴 ∧◇(○2𝐵 ∧◇○3𝐶) ∧◇(○2𝐵 ∧◇○2𝐷).

Our concern in this paper is the containment problem, which has become fundamental in database
theory since the seminal work of Chandra and Merlin [24].

3. Complexity of Query Containment

The query containment problem for a class 𝒬 of queries is formulated as follows: given any queries
𝑞, 𝑞′ ∈ 𝒬, decide whether 𝑞 |= 𝑞′.

Example 1. Consider the 𝒬𝑝[○◇]-queries 𝑞1, 𝑞2 and 𝑞′ below:

𝑞1 = ◇(𝐴 ∧𝐵 ∧ ○𝐴), 𝑞2 = ◇(𝐴 ∧𝐵 ∧ ○𝐵), 𝑞′ = ◇
(︀
𝐵 ∧◇(𝐴 ∧𝐵)

)︀
.

It is readily seen that 𝑞1 ̸|= 𝑞′ (as the data instance ∅{𝐴,𝐵}{𝐴} makes 𝑞1 true at 0 but not 𝑞′) and
𝑞2 ̸|= 𝑞′. However, for the 𝒬[○◇]-query 𝑞1 ∧ 𝑞2, we have 𝑞1 ∧ 𝑞2 |= 𝑞′. To show this, we observe that



any data instance 𝒟 = 𝛿0 . . . 𝛿𝑚 satisfying 𝑞1 ∧ 𝑞2 at 𝑛 has 𝛿𝑖 ⊇ {𝐴,𝐵}, 𝛿𝑖+1 ⊇ {𝐴}, 𝛿𝑗 ⊇ {𝐴,𝐵},
𝛿𝑗+1 ⊇ {𝐵}, for some 𝑛 < 𝑖, 𝑗 < 𝑚. In each of the three cases, 𝑖 < 𝑗, 𝑖 = 𝑗, and 𝑖 > 𝑗, we have
𝒟, 𝑛 |= 𝑞′.

In contrast to conjunctive queries in first-order logic, where query containment is NP-complete [24],
query containment is tractable for the majority of query classes defined above:

Theorem 1. The query containment problems for 𝒬𝑝[○◇], 𝒬[◇] and their subclasses are all in L.

Proof. Consider first 𝒬𝑝[○◇]. Suppose we are given two queries 𝑞, 𝑞′ ∈ 𝒬𝑝[○◇] in normal form, 𝑞
takes the form (1) and 𝑞′ = 𝜌′0 ∧ 𝑜′

1

(︀
𝜌′1 ∧ 𝑜′

2(𝜌
′
2 ∧ · · · ∧ 𝑜′

𝑚𝜌′𝑚)
)︀
, where 𝑜′

𝑖 ∈ {○,◇} and the 𝜌′𝑖 are
conjunctions of atoms (regarded as sets).

For any 𝑘 ∈ N, we denote by [𝑘] the closed interval [0, 𝑘] ⊆ N. A function ℎ : [𝑚] → [𝑛] is monotone

if ℎ(𝑖) < ℎ(𝑗) whenever 𝑖 < 𝑗. A monotone function ℎ : [𝑚] → [𝑛] is called a containment witness for
𝑞 and 𝑞′ if the following conditions hold:

– ℎ(0) = 0;

– 𝜌′𝑖 ⊆ 𝜌ℎ(𝑖), for all 𝑖 ∈ [𝑚];

– if 𝑖 < 𝑚 and 𝑜′
𝑖+1 = ○, then 𝑜ℎ(𝑖+1) = ○ and ℎ(𝑖+ 1) = ℎ(𝑖) + 1.

Note that checking the existence of a containment witness can be done in L in |𝑞| and |𝑞′|. Indeed,
consider first the case of 𝒬𝑝[◇]-queries. It is easily seen that a containment witness for 𝑞 and 𝑞′ exists
iff there is a sequence of pairs (0, 𝑗0), . . . , (𝑚, 𝑗𝑛), where 𝑗0 = 0 and 𝑗𝑖+1 is the minimal number
𝑗 > 𝑗𝑖 such that 𝜌′𝑖+1 ⊆ 𝜌𝑗 . For 𝒬𝑝[○◇]-queries, we need a more involved procedure that relies,
however, on the same idea. Let 𝑘′0 ≥ 0 be the minimal index such that 𝑜′

𝑘′0+1 = ◇ (it follows that
𝑜′
1 = · · · = 𝑜′

𝑘′0
= ○). If no such 𝑘′0 exists, we set 𝑘′0 = 𝑚. We check if 𝑜1 = · · · = 𝑜𝑘′0

= ○ and
𝜌′0 ⊆ 𝜌0, . . . , 𝜌′𝑘′0 ⊆ 𝜌𝑘′0 . If this is not the case, a containment witness does not exist. If this is the case
and 𝑘′0 = 𝑚, a containment witness exists. Otherwise, let 𝑘′1 ≥ 0 be the minimal number such that
𝑜′
𝑘′0+1+𝑘′1+1 = ◇. If no such 𝑘′1 exists, we chose 𝑘′1 such that 𝑘′0 + 1 + 𝑘′1 = 𝑚. We find the minimal

𝑘0 > 𝑘′0 such that 𝑜𝑘0+1 = · · · = 𝑜𝑘0+𝑘′1
= ○ and 𝜌′𝑘′0+1 ⊆ 𝜌𝑘0 , . . . , 𝜌′𝑘′0+1+𝑘′1

⊆ 𝜌𝑘0+𝑘′1
. If such 𝑘0 does

not exist, a containment witness does not exist. If such 𝑘0 exists and 𝑘′0 + 1 + 𝑘′1 = 𝑚, a containment
witness exists. Otherwise, we proceed to find 𝑘′2 ≥ 0 and 𝑘1 > 𝑘0 that satisfy the conditions analogous
to the above. We proceed until we either decide that a containment witness does not exist, or there
is an iteration 𝑖 when we choose 𝑘′𝑖 ≥ 0 such that 𝑘′0 + 1 + 𝑘′1 + 1 + · · · + 𝑘′𝑖−1 + 1 + 𝑘′𝑖 = 𝑚. Our
procedure stops at this iteration.

The tractability of containment for path queries is an immediate consequence of the following
analogue of the Chandra-Merlin criterion for conjunctive queries in first-order logic:

Lemma 1. For any 𝑞, 𝑞′ ∈ 𝒬𝑝[○◇] in normal form, we have 𝑞 |= 𝑞′ iff there is a containment witness

for 𝑞 and 𝑞′.

Proof. Given a data instance 𝒟, by a satisfying function for 𝑞 of the form (1) in 𝒟 we mean any monotone
function 𝑓 : [𝑛] → [max𝒟] such that, for all 𝑖 ∈ [𝑛], we have 𝑓(0) = 0, 𝜌𝑖 ⊆ {𝐴 | 𝐴(𝑓(𝑖)) ∈ 𝒟}, and
if 𝑜𝑖+1 = ○, then 𝑓(𝑖+ 1) = 𝑓(𝑖) + 1. It follows directly from the definition of the truth-relation that
𝒟, 0 |= 𝑞 iff there exists a satisfying function for 𝑞 in 𝒟.

Suppose ℎ is a containment witness for 𝑞 and 𝑞′. Take any data instance 𝒟 with 𝒟, 0 |= 𝑞. Let 𝑓 be
a satisfying function for 𝑞 in 𝒟. Then it is readily checked that the composition ℎ𝑓 : [𝑚] → [max𝒟] is
a satisfying function for 𝑞′ in 𝒟, and so 𝒟, 0 |= 𝑞′. It follows that 𝑞 |= 𝑞′.

Conversely, suppose 𝑞 |= 𝑞′. We define a containment witness for 𝑞 and 𝑞′ by induction on the
temporal depth tdp(𝑞′) of 𝑞′. If tdp(𝑞′) = 0, then 𝑞′ = 𝜌′0 and 𝜌′0 ⊆ 𝜌. It follows that ℎ(0) = 0 is
the required containment witness. As an induction hypothesis (IH), we assume next that there is a
containment witness for any queries 𝑞1 and 𝑞2 such that 𝑞1 |= 𝑞2 and tdp(𝑞2) < tdp(𝑞′). Two cases
are possible.



Case 1: 𝑜′
1 = ○. Let 𝑘 > 0 be the maximal index such that 𝑜′

1 = · · · = 𝑜′
𝑘 = ○. Then 𝜌′𝑘 ̸= ⊤

(because 𝑞′ is in normal form) and 𝑜′
𝑘+1 = ◇ if 𝑚 > 𝑘. Let 𝑟 be the minimal index such that

𝜌0 ∧ 𝑜1

(︀
𝜌1 ∧ 𝑜2(𝜌2 ∧ · · · ∧ 𝑜𝑟𝜌𝑟)

)︀
|= 𝜌′0 ∧ 𝑜′

1

(︀
𝜌′1 ∧ 𝑜′

2

(︀
𝜌′2 ∧ · · · ∧ 𝑜′

𝑘𝜌
′
𝑘)
)︀
.

We claim that, for all 𝑖 ≤ 𝑘, we have 𝑜𝑖 = ○, 𝜌𝑖 ⊇ 𝜌′𝑖, and so 𝑟 = 𝑘. Indeed, if there is 𝑖 ≤ 𝑘 with
𝑜𝑖 = ◇, then we take the data instance 𝒟 = 𝜌0 . . . 𝜌𝑖−1∅𝑚𝜌𝑖 . . . 𝜌𝑛 and obtain 𝒟, 0 |= 𝑞 and 𝒟, 0 ̸|= 𝑞′,
contrary to 𝑞 |= 𝑞′. And if there is 𝑖 ≤ 𝑘 with 𝜌𝑖 ̸⊇ 𝜌′𝑖, then we take the data instance 𝒟 = 𝜌0 . . . 𝜌𝑛
and again obtain 𝒟, 0 |= 𝑞 and 𝒟, 0 ̸|= 𝑞′.

Next, we consider the ‘tails’

𝑞𝑘+1 = 𝑜𝑘+1(𝜌𝑘+1 ∧ · · · ∧ 𝑜𝑛𝜌𝑛), 𝑞′𝑘+1 = 𝑜′
𝑘+1(𝜌

′
𝑘+1 ∧ . . .𝑜′

𝑚𝜌′𝑚)

and observe that 𝑞 |= 𝑞′ implies 𝑞𝑘+1 |= 𝑞′𝑘+1. As tdp(𝑞′𝑘+1) < tdp(𝑞′), the IH gives a containment
witness ℎ′ for 𝑞𝑘+1 and 𝑞′𝑘+1. Using it, we define the required containment witness ℎ for 𝑞 and 𝑞′ by
taking ℎ(𝑖) = 𝑖, for all 𝑖 ≤ 𝑘, and ℎ(𝑘 + 𝑗) = ℎ′(𝑗) + 𝑘, for all 𝑗 with 1 ≤ 𝑗 ≤ 𝑚− 𝑘.

Case 2: 𝑜′
1 = ◇. Suppose first that there is a minimal initial subquery

𝑞̄′𝑘 = 𝜌′0 ∧ 𝑜′
1(𝜌

′
1 ∧ · · · ∧ 𝑜′

𝑘𝜌
′
𝑘)

of 𝑞′ such that 𝜌′𝑘 ̸= ⊤, 𝑜′
𝑘+1 = ◇ and 𝑘 > 0. Let 𝑞̄𝑟 = 𝜌0 ∧ 𝑜1(𝜌1 ∧ · · · ∧ 𝑜𝑟𝜌𝑟) be the minimal initial

subquery of 𝑞 with 𝑞̄𝑟 |= 𝑞̄′𝑘 . As tdp(𝑞̄′𝑘) < tdp(𝑞′), the IH gives a containment witness ℎ0 for 𝑞̄𝑟 and 𝑞̄′𝑘 .
As 𝜌′𝑘 ̸= ⊤ and 𝑟 is minimal, ℎ0(𝑘) = 𝑟. By IH, our claim also holds for 𝑞′𝑘+1 = 𝑜′

𝑘+1(𝜌
′
𝑘+1∧· · ·∧𝑜′

𝑚𝜌′𝑚)
and 𝑞𝑟+1 = 𝑜𝑟+1(𝜌𝑟+1 ∧ · · · ∧ 𝑜𝑛𝜌𝑛) and gives a containment witness ℎ1 for 𝑞𝑟+1 and 𝑞′𝑘+1. We then
obtain a containment witness for 𝑞 and 𝑞′ by concatenating ℎ0 and ℎ1.

Finally, suppose that there is no 𝜌′𝑘 ̸= ⊤ with 𝑜′
𝑘+1 = ◇ and 𝑘 > 0. Then 𝑞′ takes the form

𝜌′0 ∧◇𝑘
(︀
𝜌′𝑘 ∧ 𝑜′

𝑘+1𝜌
′
𝑘+1 · · · ∧ 𝑜′

𝑚𝜌′𝑚)
)︀
,

where 𝑘 > 0, 𝜌′𝑘 ̸= ⊤, and 𝑜′
𝑘+1 = · · · = 𝑜′

𝑚 = ○. We claim that there exists 𝑗 ≥ 𝑘 such that
𝑜𝑗+1 = · · · = 𝑜𝑗+𝑚−𝑘 = ○ and 𝜌𝑗+ℓ ⊇ 𝜌′𝑘+ℓ, for all ℓ with 0 ≤ ℓ ≤ 𝑚 − 𝑘, which clearly implies
the existence of a containment witness for 𝑞 and 𝑞′. To prove this claim, suppose there is no such
𝑗. Consider the data instance 𝒟 = 𝜌0𝑤1𝜌1 . . . 𝑤𝑛𝜌𝑛, where 𝑤𝑖 = 𝜀 (the empty word) if 𝑜𝑖 = ○, and
𝑤𝑖 = ∅𝑚 if 𝑜𝑖 = ◇. Then 𝒟, 0 |= 𝑞 but 𝒟, 0 ̸|= 𝑞′, contrary to 𝑞 |= 𝑞′. ⊣

Now we prove Theorem 1 for the class 𝒬[◇] of queries of the (normal) form 𝜌 ∧ 𝑞1 ∧ · · · ∧ 𝑞𝑛,
where 𝜌 is a conjunction of atoms and each 𝑞𝑖 is a 𝒬𝑝[◇]-query in normal form that starts with ◇. The
tractability of containment for 𝒬[◇]-queries follows from Lemma 1 and the next criterion:

Lemma 2. If 𝑞 = 𝜌 ∧ 𝑞1 ∧ · · · ∧ 𝑞𝑛 ∈ 𝒬[◇] is in normal form and 𝑞′ ∈ 𝒬𝑝[◇], then 𝑞 |= 𝑞′ iff

𝜌 ∧ 𝑞𝑖 |= 𝑞′, for some 𝑖, 1 ≤ 𝑖 ≤ 𝑛.

To illustrate, consider the queries 𝑞1 and 𝑞2 from Example 1, in which we replace ○ by ◇, and
𝑞′. It is easy to see that 𝑞1 ̸|= 𝑞′, 𝑞2 ̸|= 𝑞′, and so 𝑞1 ∧ 𝑞2 ̸|= 𝑞′. To check the latter, consider
𝒟 = ∅{𝐴,𝐵}{𝐴}{𝐵}, which satisfies 𝐴 ∧ 𝐵 from 𝑞1 and 𝑞2 at the same time instant, and then 𝐴
from 𝑞1 and 𝐵 from 𝑞2 at different time instants.

Proof. (⇒) Suppose that 𝑞′ = 𝜌0 ∧◇
(︀
𝜌1 ∧◇(𝜌2 ∧ · · · ∧◇𝜌𝑚)

)︀
, 𝑞𝑖 = ◇

(︀
𝜌1𝑖 ∧◇(𝜌2𝑖 ∧ · · · ∧◇𝜌𝑛𝑖

𝑖 )
)︀
,

for 1 ≤ 𝑖 ≤ 𝑛, and 𝑞 |= 𝑞′. Note that 𝜌 ⊇ 𝜌0 as otherwise 𝑞 ̸|= 𝑞′. For each 𝑖, 1 ≤ 𝑖 ≤ 𝑛, we define
inductively a function

𝑓𝑖 : {1, . . . ,𝑚} → {1, . . . , 𝑛𝑖} ∪ {∞}.

To begin with, we set 𝑓𝑖(1) = 𝑗 if 𝑗 is minimal such that 𝜌𝑗𝑖 ⊇ 𝜌1 and 𝑓𝑖(1) = ∞ if no 𝑗 with 𝜌𝑗𝑖 ⊇ 𝜌1

exists. Further, inductively, if 𝑓𝑖(ℓ) = ∞, then 𝑓𝑖(ℓ+ 1) = ∞; if 𝑓𝑖(ℓ) < ∞, then we set 𝑓𝑖(ℓ+ 1) = 𝑗
if 𝑗 is minimal such that 𝑗 > 𝑓𝑖(ℓ) and 𝜌𝑗𝑖 ⊇ 𝜌ℓ+1; if no 𝑗 > 𝑓𝑖(ℓ) with 𝜌𝑗𝑖 ⊇ 𝜌ℓ+1 exists, we set



𝑓𝑖(ℓ+ 1) = ∞. It follows immediately from the definition that if there is 𝑖 ≤ 𝑛 such that 𝑓𝑖(𝑚) < ∞,
then 𝜌 ∧ 𝑞𝑖 |= 𝑞′, as required. So suppose there is no such 𝑖 ≤ 𝑛 and derive a contradiction by proving
that in this case 𝑞 ̸|= 𝑞′.

Let 𝑚′ ≤ 𝑚 be minimal such that 𝑓𝑖(𝑚′) = ∞ for all 𝑖 ≤ 𝑛. Consider the data instance 𝒟1 =
𝜌𝜌11 . . . 𝜌

𝑘1
1 . . . 𝜌1𝑛 . . . 𝜌

𝑘𝑛
𝑛 , where 𝑘𝑖 = min{𝑛𝑖, 𝑓𝑖(1)− 1}, 1 ≤ 𝑖 ≤ 𝑛 (we set ∞− 1 = ∞). If 𝑚′ = 1,

then 𝒟1, 0 |= 𝑞 and 𝒟1, 0 ̸|= 𝑞′ since 𝒟1, 0 ̸|= ◇𝜌1, and we are done. Otherwise, for 2 ≤ ℓ ≤ 𝑚′, we
take

𝛿ℓ =
⋃︁

1≤𝑖≤𝑛,𝑓𝑖(ℓ)<∞

𝜌
𝑓𝑖(ℓ)
𝑖 and 𝒟ℓ = 𝜌

𝑓1(ℓ)+1
1 . . . 𝜌

𝑘ℓ,1
1 . . . 𝜌𝑓𝑛(ℓ)+1

𝑛 . . . 𝜌
𝑘ℓ,𝑛
𝑛 ,

where 𝑘ℓ,𝑖 = min{𝑛𝑖, 𝑓𝑖(ℓ+1)−1}, for 1 ≤ 𝑖 ≤ 𝑛 (note that 𝜌𝑓𝑖(ℓ)+1
𝑖 . . . 𝜌

𝑘ℓ,𝑖
𝑖 is empty if 𝑓𝑖(ℓ)+1 > 𝑛𝑖).

Then we set
𝒟 = 𝒟1𝛿1𝒟2𝛿2 . . . 𝛿𝑚′−1𝒟𝑚′ .

It follows from the construction that 𝒟, 0 |= 𝑞 and 𝒟, 0 ̸|= 𝑞′, contrary to 𝑞 |= 𝑞′.
The implication (⇐) is obvious. ⊣

This completes the proof of Theorem 1. ⊣

For queries 𝑞 ∈ 𝒬[○◇], Lemma 2 does not hold as illustrated by Example 1. Moreover, in contrast to
Theorem 1, we have the following:

Theorem 2. The query containment problem for 𝒬[○◇] is coNP-complete.

Proof. To show the upper bound, suppose we are given two queries 𝑞, 𝑞′ ∈ 𝒬[○◇] in normal form,
where

𝑞 = 𝑟 ∧ 𝑞1 ∧ · · · ∧ 𝑞𝑛 with 𝑞𝑖 = ◇
(︀
𝑟𝑖,1 ∧◇(𝑟𝑖,2 ∧ · · · ∧◇𝑟𝑖,𝑛𝑖)

)︀
,

𝑟, 𝑟𝑖,𝑗 ∈ 𝒬𝑝[○], for 𝑖 = 1, . . . , 𝑛, 𝑗 = 1, . . . , 𝑛𝑖,

𝑞′ = 𝑟′ ∧ 𝑞′1 ∧ · · · ∧ 𝑞′𝑛′ with 𝑞′𝑖 = ◇
(︀
𝑟′𝑖,1 ∧◇(𝑟′𝑖,2 ∧ · · · ∧◇𝑟′𝑖,𝑛′

𝑖
)
)︀
,

𝑟′, 𝑟′𝑖,𝑗 ∈ 𝒬𝑝[○], for 𝑖 = 1, . . . , 𝑛′, 𝑗 = 1, . . . , 𝑛′
𝑖.

By definition, 𝑞 ̸|= 𝑞′ iff there exist a data instance 𝒟 and some 𝑚, 1 ≤ 𝑚 ≤ 𝑛′, such that 𝒟 |= 𝑞
and 𝒟 ̸|= 𝑟′ ∧ 𝑞′𝑚. Our aim is to show that it suffices to consider 𝒟 with max𝒟 ≤ 𝑂(|𝑞||𝑞′𝑚|). If
this is the case, then an obvious NP-algorithm deciding 𝑞 ̸|= 𝑞′ would be to guess such 𝑚 and 𝒟 with
sig(𝒟) = sig(𝑞) ∪ sig(𝑞′), and then check in polytime whether 𝒟 |= 𝑞 and 𝒟 ̸|= 𝑟′ ∧ 𝑞′𝑚.

So, suppose we have 𝒟 |= 𝑞 and 𝒟 ̸|= 𝑟′ ∧ 𝑞′𝑚, for some 𝒟 and 𝑚. As 𝒟 |= 𝑞, for each 𝑞𝑖, there
is a satisfying function 𝑓𝑖 in 𝒟, which is a monotone function 𝑓𝑖 : [1, 𝑛𝑖] → [max𝒟] such that, for
all 𝑗 ∈ [1, 𝑛𝑖], we have 𝒟𝑓𝑖(𝑗)𝒟𝑓𝑖(𝑗)+1 . . .𝒟𝑓𝑖(𝑗)+tdp(𝑟𝑖,𝑗) |= 𝑟𝑖,𝑗 . Let 𝑅𝑖,𝑗 = [𝑓𝑖(𝑗), 𝑓𝑖(𝑗) + tdp(𝑟𝑖,𝑗)],
for 𝑖 ∈ [1, 𝑛] and 𝑗 ∈ [1, 𝑛𝑖]. We may clearly assume that 𝒟𝑙 = ∅, for all 𝑙 ∈ [max𝒟] with 𝑙 /∈⋃︀𝑛

𝑖=1

⋃︀𝑛𝑖
𝑗=1𝑅𝑖,𝑗 ∪ [tdp(𝑟)]. Now, we cut certain segments from 𝒟 maintaining the property that the

resulting data instance 𝒟′ makes 𝑞 true and 𝑟′ ∧ 𝑞′𝑚 false at time 0.
Suppose there exist 𝑟𝑖,𝑗 and 𝑟𝑖′,𝑗′ such that 𝑓𝑖′(𝑗′) −

(︀
𝑓𝑖(𝑗) + tdp(𝑟𝑖,𝑗)

)︀
> tdp(𝑞′𝑚) and

(︀
𝑓𝑖(𝑗) +

tdp(𝑟𝑖,𝑗), 𝑓𝑖′(𝑗
′)
)︀
∩ 𝑅𝑘,𝑙 = ∅, for all 𝑘 ∈ [1, 𝑛] and 𝑙 ∈ [1, 𝑛𝑖]. Then we remove from the segment

𝒟𝑓𝑖(𝑗)+tdp(𝑟𝑖,𝑗)+1 . . .𝒟𝑓𝑖′ (𝑗
′)−1 of 𝒟 all 𝒟𝑙 with 𝑙 > 𝑓𝑖(𝑗)+ tdp(𝑟𝑖,𝑗)+ tdp(𝑞′𝑚)+ 1. By definition, the

removed 𝒟𝑙 are all empty. The resulting shorter instance 𝒟′ is such that 𝒟′ |= 𝑞 and 𝒟′ ̸|= 𝑟′ ∧ 𝑞′𝑚.
Indeed, we have kept all the witnesses that make 𝒟′ |= 𝑞 intact. Now, suppose 𝒟′ |= 𝑟′ ∧ 𝑞′𝑚. We take
the satisfying function 𝑓 ′ for 𝑞′𝑚 in 𝒟′ and modify it to construct 𝑓 ′′ such that 𝑓 ′′(𝑗) = 𝑓 ′(𝑗), for all
𝑗 ∈ [1, 𝑛′

𝑚]with 𝑓 ′(𝑗) ≤ 𝑓𝑖(𝑗)+tdp(𝑟𝑖,𝑗), and 𝑓 ′′(𝑗) = 𝑓 ′(𝑗)+ℓ, for all 𝑗 with 𝑓 ′(𝑗) ≤ 𝑓𝑖(𝑗)+tdp(𝑟𝑖,𝑗),
where ℓ is the number of the 𝒟𝑙 that were removed from the segment 𝒟𝑓𝑖(𝑗)+tdp(𝑟𝑖,𝑗)+1 . . .𝒟𝑓𝑖′ (𝑗

′)−1. It
is readily seen that 𝑓 ′′ is a satisfying function for 𝑞′𝑚 in 𝒟, which is a contradiction. Thus, 𝒟′ ̸|= 𝑟′∧𝑞′𝑚.



By performing this operation for all suitable 𝑟𝑖,𝑗 and 𝑟𝑖′,𝑗′ , we obtain a data instance with at most

tdp(𝑟) + 1 +
∑︁

1≤𝑖≤𝑛, 1≤𝑗≤𝑛𝑖

(tdp(𝑟𝑖,𝑗) + 1) +𝑁
∑︁

1≤𝑗≤𝑚′

(tdp(𝑟𝑚′,𝑗) + 1)

time instants, where 𝑁 is the number of 𝑟𝑖,𝑗 in 𝑞 plus 1.
The matching lower bound is shown by reduction of the 3SAT problem to the complement of the

containment problem for 𝒬[○◇]. Suppose we are given a 3CNF 𝜙 = 𝑐1 ∧ · · · ∧ 𝑐𝑛 with clauses 𝑐𝑖
and variables 𝑥1, . . . , 𝑥𝑚 such that no 𝑐𝑖 contains both 𝑥𝑗 and ¬𝑥𝑗 , for any 𝑗. Our aim is to construct
𝒬[○]-queries 𝑟𝑖, for all 𝑖 = 0, . . . , 𝑛, and a 𝒬[○◇]-query 𝑟′ such that

𝜙 is satisfiable iff
⋀︁

0≤𝑖≤𝑛

◇𝑟𝑖 ̸|= ◇𝑟′. (2)

For each 𝑗 = 1, . . . ,𝑚, we take two atoms 𝑋𝑗 and 𝑋̄𝑗 to represent 𝑥𝑗 and ¬𝑥𝑗 , respectively. Given a
literal ℓ𝑗 ∈ {𝑥𝑗 ,¬𝑥𝑗}, set 𝐿ℓ𝑗 = 𝑋𝑗 if ℓ𝑗 = 𝑥𝑗 and 𝐿ℓ𝑗 = 𝑋̄𝑗 if ℓ𝑗 = ¬𝑥𝑗 . We also use two additional
atoms 𝐵 and 𝐸. We require the following conjunctions of atoms, written as sets:

𝛼 = {𝑋1, 𝑋̄1, . . . , 𝑋𝑚, 𝑋̄𝑚},
𝛼𝐵 = 𝛼 ∪ {𝐵},
𝜆ℓ = 𝛼 ∖ {𝐿ℓ}, for a literal ℓ over 𝑥1, . . . , 𝑥𝑚,
𝛽𝑗 = 𝛼 ∖ {𝑋𝑗 , 𝑋̄𝑗}, for 𝑗 = 1, . . . ,𝑚.

Let 𝜎 = {𝑋1, 𝑋̄1, . . . 𝑋𝑚, 𝑋̄𝑚, 𝐵,𝐸}. We define the 𝒬[○]-queries 𝑟𝑖 as words of the form 𝜌0𝜌1𝜌2 . . . 𝜌𝑙
over the alphabet 2𝜎 that represent 𝜌0 ∧ ○

(︀
𝜌1 ∧ ○(𝜌2 ∧ · · · ∧ ○𝜌𝑙)

)︀
. Namely, we set

𝑟0 = {𝐵}∅2𝑚−1𝛼𝛽1 . . . 𝛽𝑚∅2𝑚{𝐸}, and 𝑟𝑖 = 𝛼𝐵𝑟𝑖,1𝑟𝑖,2𝑟𝑖,3{𝐸}, for 𝑖 = 1, . . . , 𝑛,

where the substrings 𝑟𝑖,𝑘, for 𝑘 = 1, 2, 3, of 𝑟𝑖 are defined as follows: if 𝑐𝑖 = ℓ𝑗1 ∨ ℓ𝑗2 ∨ ℓ𝑗3 , then

𝑟𝑖,𝑘 = 𝛽1 . . . 𝛽𝑗𝑘−1𝜆ℓ𝑗𝑘
𝛽𝑗𝑘+1 . . . 𝛽𝑚.

Thus, the length of each word 𝑟𝑖, for 𝑖 = 1, . . . ,𝑚, is 3𝑚 + 2, and so the temporal depth of the
corresponding queries 𝑟𝑖 is 3𝑚+ 1. The length of 𝑟0 is 5𝑚+ 2. Finally, we set

𝑟′ = 𝐵 ∧ ○2𝑚◇(𝛼 ∧ ○2𝑚◇𝐸).

Example 2. Consider the 3CNF 𝜙 = 𝑐1 ∧ 𝑐2 with 𝑐1 = 𝑥1 ∨ ¬𝑥2 ∨ 𝑥4, 𝑐2 = 𝑥1 ∨ ¬𝑥3 ∨ ¬𝑥4, 𝑛 = 2
and 𝑚 = 4. The words 𝑟0, 𝑟1, 𝑟2 for 𝜙 are illustrated in the picture below, where the numbers indicate
the positions of the respective characters, starting from 1, and ∅ is omitted (remember that, in (2), we
use the queries ◇𝑟𝑖).
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The query ◇𝑟′ can be depicted as follows, with the dots . . .mimicking the ◇-operators:
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We now prove equivalence (2) starting with implication (⇒). Suppose a is an assignment satisfying
𝜙. For each clause 𝑐𝑖 = ℓ𝑗1 ∨ ℓ𝑗2 ∨ ℓ𝑗3 in 𝜙, fix some 𝑘𝑖 ∈ {1, 2, 3} such that the literal ℓ𝑗𝑘𝑖 is true under
a. Denote by 𝑟𝑖(𝑡) the 𝑡th character in the word 𝑟𝑖 (see Example 2). Define a data instance 𝒟 by taking,
for all 𝐴 ∈ 𝜎 and 𝑡 ≤ 5𝑚+ 2,

𝐴(𝑡) ∈ 𝒟 iff 𝐴 ∈ 𝑟0(𝑡) or 𝐴 ∈ 𝑟𝑖(𝑡− (3− 𝑘𝑖)𝑚), for some 𝑖 ∈ [1, 𝑛].

In other words, 𝒟 can be constructed by first adding to each 𝑟𝑖 with 𝑖 > 0, a prefix of (3− 𝑘𝑖)𝑚-many
∅-characters to make 𝛽1 in 𝑟0 aligned with the first character of the substring 𝑟𝑖,𝑘𝑖 in 𝑟𝑖 and then taking
the union of the characters in the aligned positions of the resulting words and 𝑟0.

Example 3. Consider again the 3CNF 𝜙 from Example 2 and the satisfying assignment a that make 𝑥3
false and all the other variables true. Let 𝑘1 = 3 and 𝑘2 = 2. In this case, the data instance 𝒟 looks as
follows:

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
𝒟

𝑟0 𝐵 𝛼 𝛽1 𝛽2 𝛽3 𝛽4 𝐸
𝑟1 𝛼𝐵 𝜆𝑥1 𝛽2 𝛽3 𝛽4 𝛽1 𝜆¬𝑥2 𝛽3 𝛽4 𝛽1 𝛽2 𝛽3 𝜆𝑥4 𝐸
𝑟2 𝛼𝐵 𝜆𝑥1 𝛽2 𝛽3 𝛽4 𝛽1 𝜆¬𝑥3 𝛽3 𝛽4 𝛽1 𝛽2 𝛽3 𝜆¬𝑥4 𝐸

Returning to the proof of (⇒), we see that 𝒟, 1 |= 𝑟0 and 𝒟, 1+(3−𝑘𝑖)𝑚 |= 𝑟𝑖 follow immediately
from the definitions, which gives 𝒟 |=

⋀︀
0≤𝑖≤𝑛◇𝑟𝑖. It also follows from the definitions that 𝒟 |= ◇𝑟′

iff 𝒟, 𝑘 |= 𝛼, for some 𝑘 ∈ [2𝑚+ 2, 3𝑚+ 1]. Thus, 𝒟 |= ◇𝑟′ would imply that 𝒟, 2𝑚+ 1 + 𝑙 |= 𝛼,
for some 𝑙 ∈ [1,𝑚], and so there must exist distinct 𝑖, 𝑗 ∈ [1, 𝑛] such that 𝑟𝑖,𝑘𝑖 and 𝑟𝑗,𝑘𝑗 have 𝜆𝑥𝑙

and
𝜆¬𝑥𝑙

at position 𝑙, respectively. But this is impossible as, by the choice of 𝑘𝑖 and 𝑘𝑗 , the assignment a
should make both 𝑥𝑙 and ¬𝑥𝑙 true.
(⇐) Assuming

⋀︀
0≤𝑖≤𝑛◇𝑟𝑖 ̸|= ◇𝑟′, we take a data instance 𝒟 with 𝒟 |=

⋀︀
0≤𝑖≤𝑛◇𝑟𝑖 and 𝒟 ̸|= ◇𝑟′.

Let 𝑡𝑖 be the minimal number such that 𝒟, 𝑡𝑖 |= 𝑟𝑖. Observe that 𝑡𝑖 ≥ 𝑡0 for all 𝑖 ∈ [1, 𝑛], as
otherwise we would have 𝒟 |= ◇𝑟′. For the same reason and because 𝐵 ∈ 𝛼𝐵 , we must have
𝑡𝑖 ≤ 𝑡0 + 2𝑚 (see the picture in Example 2 for an illustration). Moreover, there are only three
possibilities for 𝑡𝑖, namely, 𝑡𝑖 ∈ {𝑡0, 𝑡0 +𝑚, 𝑡0 + 2𝑚}. Indeed, suppose otherwise. Then 𝑚 > 1 and
𝑡𝑖 ∈ [𝑡0, 𝑡0 + 2𝑚] ∖ {𝑡0, 𝑡0 +𝑚, 𝑡0 + 2𝑚}, and so 𝒟, 𝑡0 + 2𝑚 + 1 |= 𝛼, which implies 𝒟 |= ◇𝑟′. It
follows that, for each 𝑖 ∈ [1, 𝑛], we have either 𝒟, 𝑡0 + 2𝑚 + 1 |= 𝑟𝑖,1 or 𝒟, 𝑡0 + 2𝑚 + 1 |= 𝑟𝑖,2 or
𝒟, 𝑡0 + 2𝑚+ 1 |= 𝑟𝑖,3. Let 𝑘𝑖 = 𝑗 be such that 𝒟, 𝑡0 + 2𝑚+ 1 |= 𝑟𝑖,𝑗 (if there are several such 𝑗, we
can take the minimal one).

Consider the assignment a that makes 𝑥𝑙 false if 𝜙 has a clause 𝑐𝑖 = ℓ𝑗1 ∨ ℓ𝑗2 ∨ ℓ𝑗3 with ℓ𝑗𝑘𝑖 = ¬𝑥𝑙,
and true otherwise. We show that, for each 𝑐𝑖 = ℓ𝑗1 ∨ ℓ𝑗2 ∨ ℓ𝑗3 in 𝜙, the literal ℓ𝑗𝑘𝑖 is true under a.
This is clearly the case if ℓ𝑗𝑘𝑖 = ¬𝑥𝑙. So, suppose ℓ𝑗𝑘𝑖 = 𝑥𝑙. By definition, a makes 𝑥𝑙 true iff there
is no 𝑐𝑖′ = ℓ𝑗′1 ∨ ℓ𝑗′2 ∨ ℓ𝑗′3 with ℓ𝑗′𝑘𝑖′

= ¬𝑥𝑙. Suppose, on the contrary, that such a 𝑐𝑖′ exists. By the
choice of 𝑘𝑖 and 𝑘𝑖′ , it follows that 𝒟, 𝑡0 + 2𝑚 + 1 |= 𝑟𝑖,𝑘𝑖 and 𝒟, 𝑡0 + 2𝑚 + 1 |= 𝑟𝑖′,𝑘𝑖′ . But then
𝒟, 𝑡0 + 2𝑚+ 𝑙 |= 𝛼, and so 𝒟 |= ◇𝑟′, which is a contradiction. ⊣

4. Open Problems

We have shown that the containment problem for the classes 𝒬𝑝[○◇] and 𝒬[◇] of LTL-queries lies in
the complexity class L. It would be of interest to understand if this complexity bound is tight or the
problem is easier, e.g., in NC1. As observed earlier, unlike first-order conjunctive queries but similarly
to XPath-queries and queries with transitive roles, 𝒬[○◇]-query containment is not polytime reducible
to query evaluation (unless P = NP). However, it follows from the proofs above that, for 𝒬𝑝[○◇] and
𝒬[◇], containment is polytime reducible to evaluation, although the reduction is less trivial than in the
first-order case. It is also worth noting that a polysize witness for non-containment exists for all of our
queries, similarly to some classes of XPath/transitive queries [25].



In this paper, we have not considered conjunctive queries with the until-operator U, for which
containment is only known to be in PSpace. Natural restricted fragments of conjunctive path-queries
with U that only allow conjunctions of atoms on the left-hand side of U have been identified in [20, 19];
however, the complexity of containment for those fragments have not been studied yet. For path-U-
queries satisfying the restriction above, the existence of a polysize witness for non-containment was
shown in [19, Theorem 9]. This fact implies a coNP upper bound for containment, but it is not known
whether this bound is tight.

Declaration on Generative AI

The authors have not employed any Generative AI tools.
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