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Abstract
This paper presents a novel approach to question answering over DBpedia by fine-tuning autoregressive code
generation models to translate natural language questions into SPARQL queries. The authors introduce the
NSpM Dataset, a large-scale dataset of 7.7 million question-SPARQL pairs covering DBpedia’s ontology. We
fine-tuned three open-source code generation LLMs – CodeGen-350M, StarCoder-1B, and CodeLlama-7B – on a
curated subset of this dataset. Despite limited training time, StarCoder-1B achieved the best performance across
evaluation metrics. Results from the 1st Text2SPARQL Challenge at ESWC 2025 reveal that while models partially
learn SPARQL syntax, they struggle with query semantics and ranking quality.
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1. Introduction

In recent years, large knowledge graphs (such as DBpedia [1], Wikidata [2], and Freebase [3]) have
grown to contain more than billions of semantic triples forming massive repositories of structured
knowledge. To democratize this knowledge, Question Answering (QA) systems have been developed to
let users retrieve information from these knowledge bases using natural language questions instead of
requiring them to write complex queries in formal languages like SPARQL [4, 5, 6]. However, translating
natural language questions onto the rich ontology of a large graph and generating an executable
SPARQL statement remains highly challenging, because a system must resolve lexical ambiguity, link
surface terms to the correct entities and relations, preserve graph-structural constraints, and generate
syntactically valid queries that support multi-hop, and compositional reasoning [7, 8, 9, 10, 11].

Early computational research on Text-to-SPARQL has predominantly relied on rule and template
based systems that align parsed questions with fixed SPARQL skeletons; representative examples are
the Template-Based Question Answering over Linked Data (TBSL) framework [12] and the keyword-to-
template generator described in [13], which require extensive manual engineering and fail to generalize
to paraphrases, unseen ontologies, and multi-hop queries. Semi-automatic approaches—notably the
skeleton-grammar with neural-ranking model SPARQA [14] and the classifier-guided template-selection
method proposed in [15]—learn and rank patterns from data, reducing authoring effort yet still inherit
rigidity from their finite template data stores and remain brittle on out-of-distribution question forms.

In this paper, we contribute to the Text-to-SPARQL research through two primary advancements. First,
we introduce the NSpM dataset, a massive, automatically-generated collection comprising 7.7 million
natural language question–SPARQL pairs that span all ontology classes within DBpedia. This dataset
is carefully assembled using an extensive systematic template discovery and generation framework,
augmented by question paraphrasing and enhanced with commonsense knowledge validation to ensure
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logical coherence and coverage of diverse and compositional query patterns. Second, we fine-tune
three specialized open-source code large language models—specifically CodeGen-2.5 (350M), StarCoder
(1B), and CodeLlama (7B)—on our dataset, enhancing their ability to generate structurally accurate
and ontology-aware SPARQL queries. By leveraging pretrained models explicitly designed for code
generation, our fine-tuned models effectively internalize query syntax and semantics, significantly
improving practical applicability in querying large-scale knowledge graphs. Both the NSpM dataset
and our fine-tuned models are released as open artifacts to further research and innovation in neural
query generation over structured knowledge bases.

The paper is structured as follows. In Section 2, we introduce the works relevant to this research
field. Then in Section 3, we outline the approach from idea to execution. Section 4 discusses the pre-
and post-submission evaluations, which we elaborate on in Section 5. Finally, we conclude.

2. Related Work

At the time of writing, many recent works have applied neural sequence models to the Text-to-SPARQL
task. For example, a pointer-network model with relation-aware attention was introduced in [16],
and large pre-trained language models like T5, BART, or pointer-generator networks were shown to
effectively arrange entities and relations into SPARQL queries [17]. In a similar vein, SGPT (stacked
Transformer encoders + GPT-2) was proposed in [6], but it often fails to capture complex multi-hop
graph relations, leading to mistakes in the generated triples. Prompt-based methods (e.g., one-shot
SPARQL generation by injecting relevant KG subgraphs into the model’s context window) have been
explored in [18], yet they still exhibit systematic errors such as the “triple-flip” (swapping subject
and object positions in a triple). A Triplet-Order-Sensitive pre-training for T5 was introduced in [11]
to correct subject/object ordering. However, all of these approaches rely on costly fine-tuning and
specialized decoding schemes, making them resource-intensive and potentially brittle across different
knowledge graphs [16, 18, 11].

Recent work on neural Text-to-SPARQL, particularly over the DBpedia knowledge graph, has pro-
duced several end-to-end models evaluated extensively on DBpedia-specific benchmarks. For example,
an encoder–decoder model that integrates KG structure directly into decoding architecture achieving
state-of-the-art F1 on LC-QuAD 1.0 [19]. A hybrid multi-head convolutional encoder combining CNN
and self-attention reported strong BLEU and F1 scores on QALD-9 and LC-QuAD 1.0 [20]. A universal
KG-QA system that casts question understanding as sequence generation achieved competitive perfor-
mance on LC-QuAD 1.0 and QALD-9 [21]. A two-stage ontology-guided prompting framework, which
first predicts a SPARQL skeleton and then completes it with knowledge graph specific information,
achieved 79.1% F1 on LC-QuAD 1.0 [22]. Earlier work also proposed a silhouette-based two-step archi-
tecture combining coarse query generation and graph search, showing substantial gains on LC-QuAD
1.0 [23].

Large-scale QA benchmarks have been introduced to support training and evaluation. For example,
the LC-QuAD 2.0 dataset contains on the order of 30,000 complex natural-language questions paired
with SPARQL queries over DBpedia (and Wikidata) [9]. Its size, diversity, and dual-KG support make
it a unique resource for both academic research and industrial applications in KG-based dialogue,
interpretable AI and semantic search. The QALD challenge series provides smaller, multilingual
benchmarks; QALD-9-Plus extends QALD-9 with high-quality DBpedia question translations into
eight languages in KGQA and 5 underrepresented languages, i.e. Ukrainian, Armenian, Lithuanian,
Bashkir, Belarusian. [24]. More recently, the DBpedia Neural QA (DBNQA) corpus was released,
offering approximately 894,499 English question–SPARQL pairs generated via templating for DBpedia
[25]. These resources cover a wide variety of query patterns and have become standard datasets for
benchmarking DBpedia QA methods.



3. Approach

The central objective of our project was to evaluate the capability of pretrained autoregressive code
generation models to perform text-to-SPARQL translation. Our initial plan envisioned leveraging a
general-purpose GPT-style language model; however, upon review, the recent proliferation of open-
source models tailored to code generation prompted a pivot in strategy. These models, often trained on
rich corpora of source code, offer potentially advantageous inductive biases for structured language
tasks like SPARQL query generation.

3.1. Model Selection

We performed a comparative review of several publicly available autoregressive models, focusing on:

• Model size and accessibility
• Training data composition and license constraints
• Prior performance on code-related tasks

Ultimately, we selected the following three models for fine-tuning:

• A Salesforce CodeGen model [26] with 350 million parameters
• A BigCode StarCoder model [27] with 1 billion parameters
• A Meta Code Llama model [28] with 7 billion parameters

These models represent a diverse trade-off between model size, inference cost, and representational
capacity. We expected CodeLlama-7b in particular to provide a valuable upper-bound comparison due
to its substantial scale and recent development.

3.2. Dataset creation

As an initial step, we created SPARQL query skeleton representations for core ontology classes within the
DBpedia ontology, such as Person and Work and grouped them into five linguistic families: subordinate,
conjunctive/disjunctive, comparative, superlative, and numeric. A T5-base encoder–decoder model
[29], fine-tuned for question generation, turned each representation into a fluent natural-language
template while preserving its structure. This process yielded examples such as “Where is <A> born?”
(subordinate), “Who is the parent of <A> and <B>?” (conjunctive), “Has <A> had a child?” (comparative),
“What is the highest elevation of <A>?” (superlative), and “How many children did <A> have?” (numeric).
Collectively, these templates cover single-entity attributes, multi-entity relations, boolean conditions,
minimum-maximum value queries, and explicit counting patterns.

Subsequent steps focused on quality assurance to ensure we created a high-quality dataset for the
model to learn from and generalize. First, we computed cosine similarity to discard paraphrase pairs
falling below 0.90 threshold, thereby eliminating semantically divergent rewrites. Next, a commonsense
classifier removed logically implausible questions, and a duplicate-detection model suppressed near-
identical variants. Placeholders were then instantiated with actual DBpedia URIs—sampling additional
entities for multi-entity questions and inserting values that guarantee coherent boolean or aggregate
answers. After validation on Person and Work, the identical pipeline was applied to all the ontologies
present in DBpedia such as Organisation, Place, and Event, yielding the NSpM corpus of 7.7 million
natural-language question and SPARQL query pairs that are used in our downstream Text-to-SPARQL
experiments.

3.3. Research Exploration

3.3.1. Model architectures

During the start of our research journey, we focused extensively on understanding the internal archi-
tecture and design goals of the CodeGen family, particularly the 350M and 7B multi-language variants.



These models, built for translating natural language into executable code, offered a promising avenue
for our SPARQL translation task. We also examined the NSQL models – fine-tuned descendants of
CodeGen trained specifically for SQL query generation – which provided useful architectural and
prompt formatting insights transferable to SPARQL [30].

A significant insight emerged from analyzing the "the-stack" dataset, which underpins the CodeGen
models. Despite its impressive breadth, only∼24,000 SPARQL-related samples were identified, compared
to millions for general code. This data scarcity emphasized the need for synthetic data augmentation
to supplement fine-tuning. Additionally, we studied NSQL’s technique of schema-augmented prompt
formatting and considered applying ontology-based embeddings from DBpedia to improve prompt
quality. On the engineering side, inference time for the 7B model exceeded 80 seconds on CPU,
necessitating deployment on dual RTX 3090 GPUs, which cut it to under 6 seconds.

3.3.2. Prompt engineering

As we moved onto the next stage, the focus shifted to enhancing the formatting of prompts. We refined
the placement of task instructions and demarcated clear input-output separators. The inclusion of
schema metadata and prefixes was explored as a means to guide the model toward more accurate
generation of SPARQL queries. These changes were based on the hypothesis that clearer, context-
enriched prompts would improve the model’s understanding of the translation task.

We also expanded our few-shot experimentation by varying domains and intent types. This allowed
us to test the generalization capabilities of the models when exposed to structurally and semantically
diverse examples. In parallel, we began evaluating model outputs using the QALD dataset to establish a
secondary benchmark beyond the Text2SPARQL dataset. This benchmarking effort is expected to shed
light on model adaptability across multiple query contexts.

3.3.3. Issues with instruct models

We shifted our attention to models with instruction-following capabilities. The instruct-tuned variant of
CodeGen, namely codegen25-7b-instruct, was selected for experimentation under the hypothesis
that such models could better translate detailed user queries into structured outputs like SPARQL.
Preliminary trials revealed promising but mixed results – while the model demonstrated aptitude in
understanding instructions, it struggled with output length control and formatting.

We addressed these issues through two means: first, by introducing the <eom> (End of Message)
token into the prompt, followed by a post-processing step to truncate outputs accordingly; and second,
by inspecting and adjusting the prompt-to-response formatting pipeline. This highlighted a broader
challenge – the pretraining corpus likely influenced the model to favor line-by-line SPARQL formatting
regardless of prompt style, revealing a deeper inductive bias in structure.

3.3.4. Model fine-tuning

We turned toward constructing a dedicated prompt-tuning dataset to support more targeted fine-tuning.
We chose the StarCoder-1b checkpoint as our initial model due to its manageable size and architecture
compatibility. The first step involved designing and implementing prompt formatting modules that
adhered to both the structural norms of code-based language models and the functional requirements
of DBpedia queries.

In parallel, we began harvesting and transforming data from the NSpM dataset, which offers a
substantial repository of over 7 million (NL question, SPARQL query) pairs. We extracted and refined a
subset of 100,000 samples for initial experiments, ensuring compatibility with model expectations. The
refinement process involved standardizing schema references, enforcing a clean prompt-completion
structure, and enriching each prompt with auxiliary context to improve model comprehension.

We initiated the actual fine-tuning process on StarCoder-1B using our customized dataset and a
modified version of the official fine-tuning script. This required adjustments to handle the structure of
our NSpM-derived samples and integrate them with the BigCode and HuggingFace training pipelines.



Despite encountering expected hardware constraints, we successfully launched training and saved
intermediate checkpoints at steps 1,000 and 2,000 to facilitate upcoming evaluation rounds, where a
step is the fine-tuning of the model’s weights using a batch of question-query pairs. Early runtime
profiling also helped us estimate the full duration of training, prompting discussions around possible
trade-offs in data size and training duration.

All fine-tuned models are available for download on the HuggingFace platform and via their trans-
formers library.1

3.4. Training Setup

Fine-tuning was conducted using the HuggingFace Transformers library. Key parameters included:

• Learning rate: 5e-5
• Optimizer: AdamW
• Batch size: 8
• Max sequence length: 512

Due to hardware resources and availability limitations, we were only able to complete approximately
20% of the originally scheduled training steps. This affected model convergence, especially for the larger
models, which typically require longer training horizons to fully adapt. CodeLlama-7b, in particular,
could not be fine-tuned in full also due to its high-memory footprint.

In our setup, fine-tuning followed the standard causal language modeling objective, wherein the model
learns to predict the next token in the SPARQL output given the preceding tokens from the concatenated
prompt–completion pair. All models were initialized from their publicly released checkpoints, tokenized
using their native tokenizers, and trained with gradient accumulation to accommodate larger effective
batch sizes on the available GPUs.

4. Evaluation

The development of this project started around two years before the submission to the Text2SPARQL
challenge. Due to this fact, we proceeded to our own evaluation ahead of that carried out by the
challenge organizers.

4.1. Preliminary evaluation

Before the official challenge dataset was made available, we conducted internal evaluations using
automatic metrics. Specifically, we employed the BLEU score to measure the lexical overlap between
generated SPARQL queries and their ground truth counterparts. While BLEU is commonly used in
natural language generation tasks, its application here provided a coarse approximation of semantic
similarity. Although it fails to capture query correctness in logical terms, it was useful in identifying
egregious deviations and monitoring general output fidelity during model development.

4.2. Challenge evaluation

Besides the usual information retrieval metrics such as precision, recall, and F1 score, the performance
was computed also for the Normalized Discounted Cumulative Gain at K (NDCG). Precision, recall, and
F1-score are defined as follows:

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(1)

Recall = 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(2)

1https://huggingface.co/dbpedia/models

https://huggingface.co/dbpedia/models


F1-score =
2 · Precision · Recall
Precision + Recall (3)

where:
• 𝑇𝑃 : True Positives.
• 𝐹𝑃 : False Positives.
• 𝐹𝑁 : False Negatives.

Discounted Cumulative Gain is defined as follows:

DCG𝑘 =
𝑘∑︁

𝑖=1

𝑟𝑒𝑙𝑖
log2(𝑖+ 1)

(4)

NDCG𝑘 =
DCG𝑘

IDCG𝑘
(5)

where:

• 𝑟𝑒𝑙𝑖: Relevance score of the item at position 𝑖.
• DCG𝑘: Discounted Cumulative Gain at rank 𝑘. It measures ranking quality by assigning higher

importance to relevant items appearing earlier in the list.
• log2(𝑖+ 1): Logarithmic discount factor, which reduces the contribution of lower-ranked items.
• IDCG𝑘: Ideal DCG at rank 𝑘, i.e., the maximum possible DCG obtainable with a perfect ranking

of the top 𝑘 results.
• NDCG𝑘: Normalized DCG, which ensures the score lies between 0 and 1. A value of 1.0 indicates

a perfect ranking.

Metric CodeGen-350m-ft StarCoder-1b-ft CodeLlama-7b-ft

Set Recall 0.055 0.100 0.053
Set Precision 0.055 0.097 0.049
Set F1 Score 0.055 0.098 0.051
NDCG 0.000 0.000 0.000
Set F1 + NDCG 0.055 0.098 0.050

Set F1 Score (EN) 0.060 0.108 0.066
Set Precision (EN) 0.060 0.107 0.064
Set Recall (EN) 0.060 0.110 0.068
NDCG (EN) 0.000 0.000 0.000
Set F1 + NDCG (EN) 0.060 0.108 0.066

Set F1 Score (ES) 0.050 0.088 0.036
Set Precision (ES) 0.050 0.087 0.034
Set Recall (ES) 0.050 0.090 0.038
NDCG (ES) 0.000 0.000 0.000
Set F1 + NDCG (ES) 0.050 0.088 0.036

Table 1
Evaluation metrics across the three fine-tuned code generation models.

The results obtained by our three fine-tuned models on the held-out challenge test set can be seen
in Table 1. The table presents a comparative evaluation of three fine-tuned code generation models across
various retrieval metrics. StarCoder-1b-ft consistently outperforms the other configurations, achieving
the highest scores in set-based metrics such as Precision, Recall, and F1, as well as in their language-
specific (EN/ES) variants. While CodeGen-350m-ft and CodeLlama-7b-ft exhibit similar performance in
most metrics, the latter lags behind in Spanish-specific evaluations. Notably, all configurations yield an
NDCG of 0, suggesting poor ranking quality despite acceptable set-based retrieval performance. Within
the Text2SPARQL challenge leaderboard, our models ranked between the 9th and 12th place.



5. Discussion

Performance was consistent across both languages. Despite promising intermediate results during
training, the models underperformed in generalization – likely due to incomplete fine-tuning.

5.1. Qualitative Error Analysis

The most frequent categories of failure were noted, as can be seen in the examples in this subsection:

• Incorrect variable bindings or predicate usage
• Hallucinated namespaces or entities
• Syntax errors in SPARQL structure

Notably, the StarCoder-based model showed a higher rate of syntactically valid but semantically
incorrect queries, indicating partial learning of SPARQL structure.

Prompt: # Is the emerald number of parking spaces of claridge icon ?

Actual: ask where{dbr:Claridge_Icon dbo:numberOfParkingSpaces
dbr:The_Emerald_(building) }

Processed: ask where{dbr:Claridge_Icon dbo:numberOfParkingSpaces
dbr:Emerald }

---------------------------------------------------------------------------
Prompt: # Did the george houston house have the NRHP reference number ?

Actual: ask where{dbr:George_Houston_House dbo:nrhpReferenceNumber ?x }
Processed: ask where{dbr:The_George_Houston_House

dbo:nrhpReferenceNumber ?x }
---------------------------------------------------------------------------
Prompt: # How should I know the ingredient names for mache ?

Actual: select ?x where{dbr:Mache_(food) dbo:ingredientName ?x }
Processed: select ?x where{dbr:Mache dbo:ingredientName ?x }
---------------------------------------------------------------------------
Prompt: # Which was the year of the first ascent of laila peak and

michael peak ?

Actual: select ?x where{dbr:Laila_Peak_(Haramosh_Valley)
dbo:firstAscentYear ?x . dbr:Michael_Peak dbo:firstAscentYear
?x }

Processed: select ?x where{dbr:Michael_Peak dbo:firstAscentYear ?x.
dbr:Laila_Peak dbo:firstAscentYear ?x }

---------------------------------------------------------------------------
Prompt: # Is soviet union date of liberation of ravensbrück

concentration camp ?

Actual: ask where{dbr:Ravensbrück_concentration_camp dbo:liberationDate
Soviet Union, 30 April 1945 }

Processed: ask where{dbr:Ravensbrück_Concentration_Camp
dbo:dateOfLiberation dbr:Soviet_Union }

---------------------------------------------------------------------------
Prompt: # What is the using country of boliviano ?



Actual: select ?x where{dbr:Boliviano_(1864–1963) dbo:usingCountry ?x }
Processed: select ?x where{dbr:Boliviano dbo:usingCountry ?x }
---------------------------------------------------------------------------
Prompt: # Does bishop’s college have a Campus Type ?

Actual: ask where{dbr:Bishop’s_College,_Colombo dbo:campusType ?x }
Processed: ask where{dbr:Bishop’s_College dbo:campusType ?x }
---------------------------------------------------------------------------
Prompt: # Is beer actually lone tree brewery product ?

Actual: ask where{dbr:Lone_Tree_Brewery dbo:product dbr:Beer }
Processed: ask where{dbr:Lone_Tree_Brewery dbo:product ?x }

5.2. Reflections

The outcomes of this project reflect both the potential and limitations of autoregressive code models
for structured query generation. While our selection of models was theoretically motivated, practical
constraints significantly impacted performance.

One of the promising signs was that even with limited fine-tuning, models adapted partially to the
SPARQL grammar. This suggests that autoregressive code models, particularly those with instruction
tuning, can generalize to formal languages given suitable conditioning.

Model performance across English and Spanish was roughly equivalent. Since none of the models were
explicitly multilingual, this implies that alignment was primarily pattern-based rather than grounded
in semantic understanding. Future work could incorporate multilingual pretraining or contrastive
SPARQL alignment strategies.

5.3. Future improvements

• Secure longer training cycles for larger models to enable full convergence
• Explore SPARQL-specific prompting patterns to enforce output structure
• Integrate syntactic constraints or symbolic verification at decoding time
• Investigate adapter-based multilingual extensions

Securing longer training cycles for larger models remains a critical step toward achieving full con-
vergence. Limited compute budgets often lead to premature stopping, which hinders the model’s
ability to internalize more nuanced patterns, particularly in complex language generation tasks. Fu-
ture efforts should allocate sufficient computational resources to support multi-epoch training and
explore techniques such as curriculum learning and checkpoint averaging to accelerate and stabilize
convergence.

Another promising direction involves exploring SPARQL-specific prompting patterns to enforce
output structure more reliably. Prompt engineering tailored to the syntactic and semantic characteristics
of SPARQL could significantly improve model alignment with query constraints. Strategies such as
providing canonical templates, embedding intermediate representations, or framing generation as
structured completion may help reduce syntactic errors and hallucinations.

In addition, incorporating syntactic constraints or symbolic verification during decoding could
further enhance output validity. By integrating rule-based filters, grammar checkers, or programmatic
validators at inference time, the system can eliminate structurally invalid outputs before finalization.
This hybrid approach leverages both the generative strengths of autoregressive models and the precision
of symbolic systems, promoting trustworthiness in executable query generation.

Lastly, investigating adapter-based multilingual extensions may allow efficient cross-lingual general-
ization without retraining entire models. Adapters can be used to insert lightweight, language-specific
modules within a shared architecture, enabling parameter-efficient fine-tuning. This setup is particularly



advantageous in resource-constrained settings or when scaling support to additional languages with
limited data.

6. Conclusion

We introduced a method for knowledge graph question answering based on fine-tuning large language
models for code generation. Moreover, we release a novel dataset of 7.7 million pairs of questions and
queries against the DBpedia knowledge base. Despite not performing splendidly, our approach was
potentially limited by the available resources. First, results could be further improved by utilizing 100%
of the data during fine-tuning; second, by securing longer training cycles for larger models to enable
full convergence. Exploring SPARQL-specific prompting patterns could help enforce output structure.
Lastly, integrating syntactic constraints or symbolic verification at decoding time may make the output
more robust.
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