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Abstract
The exponential growth in the size of Large Language Models (LLMs) has led to a paradigm shift in Natural Lan-
guage Processing (NLP), demonstrating unprecedented capabilities across diverse natural language understanding
and generation tasks. Despite their remarkable performance, these models present substantial computational
and environmental challenges due to their massive parameter counts, requiring significant resources for both
training and deployment phases. This doctoral thesis aims to explore three complementary aspects of LLMs:
(i) model compression and optimization; (ii) parameter-efficient adaptation for down-streaming tasks; and (iii)
exploring the application of language models across a diverse spectrum of NLP tasks, with particular emphasis
on leveraging efficient architectures such as Small Language Models (SLMs). This work aims to establish optimal
trade-offs between model performance and computational efficiency, thereby contributing to the development
of more accessible and environmentally sustainable language technologies without compromising task-specific
efficacy.
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1. Justification of the proposed research

Large Language Models based on the Transformer architecture have significantly influenced the field of
Natural Language Processing, demonstrating notable capabilities across various tasks. The landscape of
these models continues to evolve, with developments from both commercial and research organizations.
Meta’s Llama family [1] (now in its third generation with models ranging from 8B to 70B parameters),
DeepSeek-R1 models [2] (671B parameters), and the EU-supported EuroLLM initiative [3] (developing
models specifically for European languages) represent substantial investments in language model
technology. In parallel, efforts to address linguistic diversity have resulted in models like ALIA [4]
(focused on Spanish and other Iberian languages) and Latxa [5] (targeting the Basque language).

Despite their technological achievements, the scaling trajectory of these models presents substantial
challenges. The computational requirements to train and adapt LLMs have reached unprecedented levels,
with associated environmental impacts that raise serious sustainability concerns. A single training run
for a large-scale model can generate carbon emissions equivalent to five times the lifetime emissions of
an average car [6]. Furthermore, the infrastructure required for both training and deployment effectively
restricts advanced language technology development and limits its application in industrial settings
where computational resources are constrained, particularly for small and medium companies that
cannot access high-performance computing clusters or afford the operational costs associated with
large model inference.

In response to these challenges, research interest has shifted toward Small Language Models as viable
alternatives to their resource-intensive counterparts. Recent developments in this domain include
Microsoft’s Phi series [7], Huggingfaces’s SmolLM [8] from 135M up to 1.7B parameters, and compact
variants of established models such as Llama3.2 (1B/3B) [1] and EuroLLM (1.7B) [3]. These compact
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models aim to provide alternatives for deployment in resource-constrained environments, though
they typically demonstrate lower performance than their larger counterparts, particularly on complex
reasoning tasks.

Various efficiency techniques have emerged to mitigate the computational demands of adapting
language models to specific tasks or domains. Parameter-efficient methods like Low-Rank Adaptation
(LoRA) [9] enable model specialization with minimal computational overhead by introducing small train-
able components while keeping most parameters frozen. Quantization reduces memory requirements
by representing weights with fewer bits [10], while knowledge distillation [11] transfers capabilities
from larger models to more compact architectures. Pruning eliminates redundant parameters, creating
sparser networks that maintain performance with reduced computational needs [12]. Training opti-
mizations including mixed precision training [13] and curriculum learning [14] further reduce resource
requirements while potentially improving model quality. These approaches collectively offer practical
solutions for deploying advanced language technologies in resource-constrained environments without
compromising essential capabilities.

This doctoral thesis investigates optimization, adaptation, and application for language models with
the objective of enabling their effective deployment in computationally constrained environments. This
research aims to identify practical trade-offs between model performance and computational efficiency.
The work focuses on three complementary approaches: (i) optimization of training methodologies
through data curation and architectural refinements; (ii) parameter-efficient adaptation techniques
that minimize computational overhead during task specialization; (iii) exploring the application of
language models across a diverse spectrum of NLP tasks, with particular emphasis on leveraging efficient
architectures and compact models, which facilitate the practical deployment of these technologies in
industrial settings where computational resources are limited. These approaches address the need for
more accessible and sustainable language model technologies that maintain adequate performance
while reducing environmental impact.

2. Background

2.1. Training Optimization

The training phase represents the most computationally intensive component in the lifecycle of large
language models, with contemporary models requiring staggering amounts of computation. Substantial
research efforts have focused on reducing training duration without compromising model quality
through data-centric methods and computational efficiency techniques.

Data curation has emerged as a critical determinant of model efficiency. Dodge et al. [15] demon-
strated that careful data selection yields models outperforming those trained on substantially larger but
less refined datasets. Gunasekar et al. [16] showed models trained on high-quality "textbook-like" data
achieve performance comparable to those trained on vastly larger web-scraped corpora. Recent contri-
butions from Allal et al. [17] demonstrated benefits in mixing textual data with code and mathematical
content when training SLMs, addressing their heightened sensitivity to data noise [18, 7]. Curriculum
learning [14] presents examples to models in a structured progression from simple to complex instances,
demonstrating improved convergence rates across multiple domains.

Mixed Precision Training [13] uses lower precision numerical formats for most computational
operations while selectively using higher precision for numerically critical operations, typically yielding
2-3x throughput improvements while maintaining model convergence through techniques like loss
scaling.

2.2. Inference Optimization

Inference efficiency is critical for practical deployment scenarios, particularly for latency-sensitive
applications. Key approaches include structural modifications and representational optimizations.



Model pruning eliminates redundant parameters according to various saliency criteria. In transformer-
based models, structured pruning has shown particular efficacy demonstrating that up to 50% of attention
heads can be removed with minimal performance degradation [12]. Muralidharan et al. [19] advanced
this field with a structured approach involving cycles of pruning, knowledge transfer, and weight
adjustment. Layer Collapse [20] enables model size reduction by collapsing rear layers into prior ones
while preserving model structure, maintaining over 80% of task performance at 25-30% pruning ratios
and outperforming existing structured pruning methods.

Low-rank factorization decomposes weight matrices into products of smaller matrices, exploiting
the inherent low-rank nature of neural network parameters. Wang et al. [21] demonstrated that atten-
tion matrices can be effectively approximated through such decompositions, reducing computational
requirements and memory footprint.

Knowledge distillation [11] transfers information from a large "teacher" model to a compact "student"
model. Gu et al. [22] showed this can preserve much of the in-context learning capabilities of LLMs in
smaller models. Recent implementations in Gemma-2 [23] and LaMini-GPT [24] have applied advanced
distillation variants for resource-constrained environments.

Quantization reduces parameter and activation precision from training standards to lower bit-width
formats. Recent developments have focused on mixed-precision approaches, enabling sub-8-bit quanti-
zation with minimal accuracy impact. Models like Qwen [25] and StableLM [26] demonstrate quantiza-
tion’s effectiveness.

2.3. Parameter-Efficient Adaptation Techniques

Parameter-Efficient Fine-Tuning (PEFT) methodologies modify only a small subset of parameters while
maintaining comparable performance to full fine-tuning, addressing the prohibitive costs of conventional
approaches for LLMs.

Adapter-based methods incorporate specialized modules that compress and expand internal repre-
sentations. During adaptation, only these modules are trained while the base model remains frozen,
reducing trainable parameters by 95-99%. Strategic placement of adapters has achieved near full fine-
tuning performance with as few as 0.1% of trainable parameters [9]. Prompt-tuning [27] modifies input
representation space rather than internal model parameters, prepending optimizable continuous vectors
to input embeddings. This approach shows scaling properties where performance approaches full
fine-tuning as model size increases. Prefix-tuning [28] generalizes prompt tuning by incorporating
optimizable vectors at each transformer layer, enabling more expressive adaptation while maintain-
ing parameter efficiency. Low-Rank Adaptation [9] approximates weight updates through low-rank
decompositions, significantly reducing memory requirements. Recent extensions include QLoRA
[29], combining quantization with LoRA, and AdaLoRA [30], optimizing rank allocation across model
components. LOMO [31] offers an alternative approach for full parameter fine-tuning with limited
resources.

Additionally, Retrieval-Augmented Generation (RAG) offers a complementary approach that enhances
model capabilities by retrieving relevant information from external knowledge sources without modify-
ing model parameters, enabling domain adaptation through contextualization rather than fine-tuning
[32].

2.4. Architecture Optimization and Small Language Models

Studies have revealed substantial redundancy in pretrained transformers, showing approximately 80% of
attention heads can be removed with minimal performance impact [33]. Gromov et al. [34] demonstrated
the high modeling capacity of deeper layers in generative language models, exploiting this through
layer pruning and fine-tuning. Small Language Models challenge the "bigger is better" narrative. Schick
and Schütze [35] showed relatively small models (60-350M parameters) could achieve competitive
few-shot learning performance through carefully constructed prompting. Models like TinyLlama
[36], MobileLLaMA [37], and Phi-4 [7] integrate various techniques optimizing neural networks while



limiting quality losses, demonstrating SLMs can handle specific tasks and exhibit emergent capabilities
similar to larger models.

Alternative transformer formulations like Performer [38] and Linear Transformer [39] replace
quadratic-complexity attention with linear approximations. Other optimization advances include
Multi-Query Attention [40], Group-Query Attention [41], and FlashAttention [42], optimizing memory
and inference speed through improved data access. The integration of architectural innovations with
efficient adaptation techniques offers a promising direction, potentially delivering order-of-magnitude
efficiency improvements compared to conventional methodologies.

Parallel to transformer optimization efforts, researchers have investigated fundamentally differ-
ent architectural paradigms. Recurrent RWKV [43] combines RNN-style sequential processing with
transformer-like parallelization, achieving linear scaling with sequence length and constant memory
usage during inference. State Space Models such as Mamba [44] have demonstrated exceptional perfor-
mance on long-sequence tasks while maintaining linear computational complexity through selective
scanning mechanisms that efficiently capture long-range dependencies. Diffusion-based language
models, exemplified by LLaDa [45], represent another promising research direction that adapts iterative
denoising frameworks from computer vision to text generation, offering unique advantages in control-
lable text synthesis and generation diversity. These architectural alternatives complement transformer
optimization approaches by addressing fundamental efficiency limitations through novel computational
paradigms rather than parameter reduction alone.

3. Description of the proposed research and hypotheses

For the thesis described in this document, the following main objective has been defined: Research and
development of optimization, adaptation, and application strategies for Large Language Models that
establish optimal trade-offs between performance and computational efficiency.

3.1. Objectives

In the framework of this thesis, optimization techniques applied to LLMs will be investigated and
compared with the aim of reducing the hardware requirements and computational resources demanded
by these models during the training and inference phases. Therefore, the work will focus on efficient
training and adaptation methods, as well as optimization and compression techniques for large language
models, in order to deploy these models in a realistic production environment.

To meet the objective, the following tasks will be undertaken:

• Optimization for the training and adaptation of large language models: Given the extensive
computational infrastructure resources necessary for the training and use of high-quality large
language models, lower-cost alternatives will be investigated at different levels: (i) optimization of
training data, based on data selection methods, Curriculum Learning, and preprocessing variants
(word segmentation, casing, etc.); and (ii) architecture optimization, based on variants of the
standard Transformer architecture in particular.

• Efficient adaptation methods: Different techniques will be explored, such as adaptation through
fine-tuning, which involve adjusting the weights of neural networks in language models, and
methods that only require minimal additional weight adjustments, without the need to adjust the
base network weights completely, based on methods like prefix-learning, LoRA, or adapter-tuning.

• Efficient deployment and inference of large language models: Compression techniques for
large language models will be investigated, such as pruning, distillation, or quantization, with
the aim of deploying these models in limited computational environments.

• Evaluation of language model capabilities across functional domains: This work will assess
how language models perform across varied NLP applications, examining their effectiveness in
different contexts such as conversational AI, machine translation, text simplification and other
specialized domain tasks while focusing on models optimized for computational efficiency.



3.2. Hypothesis

This thesis is built upon the following hypotheses:

• Efficiency-Performance Trade-off: Small Language Models (1-5B parameters) optimized
through selected compression and adaptation techniques can achieve performance comparable to
much larger models on specific NLP tasks while requiring fewer computational resources.

• Architecture Optimality: The redundancy in standard transformer architectures can be system-
atically identified and eliminated, resulting in models with fewer parameters that may preserve
nearly all of the original performance across common NLP benchmarks.

• Data Leverage: Carefully curated training and fine-tuning datasets can compensate for reduced
model size, enabling more efficient models to match or exceed the performance of larger models
trained on noisy or unfiltered corpora.

4. Methodology and Research Progress

4.1. Research Methodology

The research methodology adopts a multifaceted approach to investigate efficiency-performance trade-
offs in language model optimization and deployment:

• Continuous State-of-the-Art Literature Analysis: A systematic and ongoing review of
emerging research constitutes a foundational component of the methodology. This continuous
monitoring is crucial given the rapidly evolving developments in efficient language modeling.

• Cross-Domain Task Evaluation: Language models will be systematically evaluated across
diverse NLP tasks using established benchmarks for fair comparisons and reproducibility. This
approach enables the identification of domains where optimized smaller models demonstrate
competitive performance relative to their larger counterparts.

• Parameter-Efficient Adaptation Exploration: The comparative efficacy of adaptation tech-
niques will be assessed for domain specialization. Additionally, Retrieval-Augmented Generation
approaches will be investigated as complementary methods that enhance model capabilities
without parameter modification.

• Resource-Aware Compression Investigation: Model compression techniques will be explored
with consideration of available computational resources. Compression approaches will be as-
sessed through comparative experiments measuring both task performance preservation and
computational efficiency gains

• Alternative Architectures: Investigation of alternative architectures to the Transformer
paradigm alongside automated architecture search methodologies to identify more efficient
structural configurations.

4.2. Research Progress and Preliminary Findings

Progress in this research has resulted in several publications in conferences in the field:

• Unsupervised Subtitle Segmentation with Masked Language Models [46]: An unsupervised
approach to subtitle segmentation using pretrained masked language models, predicting line
endings and subtitle breaks based on punctuation likelihood. The method achieves competitive
segmentation accuracy while preserving original text and complying with length constraints,
validating that efficient masked language models could perform specialized text processing
tasks without requiring large-scale generative models or supervised fine-tuning. This work was
presented in the Proceedings of the 61st Annual Meeting of the Association for Computational
Linguistics (ACL 2023).



• Split and Rephrase with Large Language Models [47]: An evaluation of large language
models on the task of splitting complex sentences into shorter grammatical ones while preserving
meaning. The study includes prompting variants, domain shift analysis, and comparison of
fine-tuned models with zero-shot and few-shot approaches, showing significant improvements
over previous state-of-the-art with relatively small models and training datasets, while revealing
that sentence splitting remains a challenging task even for large models. This research was
presented in the Proceedings of the 62nd Annual Meeting of the Association for Computational
Linguistics (ACL 2024).

• Vicomtech@WMT 2024: Shared Task on Translation into Low-Resource Languages
of Spain [48]: Participation in WMT 2024 Shared Task addressing translation into Aragonese,
Aranese, and Asturian. This study notably demonstrated that smaller, specialized models could
compete with LLMs on low-resource translation tasks, while also proposing the application of
LLMs for backtranslation generation to improve training data for smaller models. The results
were presented in the Proceedings of the Ninth Conference on Machine Translation (WMT 2024).

• Automating Easy Read Text Segmentation [49]: An investigation of methods for automating
Easy Read text segmentation, including masked and generative language models and constituent
parsing. The study includes automatic and human evaluations in three languages, analyzing
strengths and weaknesses of proposed alternatives under resource limitations. The study demon-
strated that smaller encoder-only models consistently surpassed the quality of generative decoder-
only models while significantly reducing the risk of hallucinations. This research was presented
in the Findings of the Association for Computational Linguistics: EMNLP 2024.

5. Research Elements Proposed for Discussion

The research presented in this thesis raises several questions that would benefit from scholarly discussion
and expert feedback at the symposium:

• Parameter Redundancy and Efficient Architecture Design: While empirical evidence demon-
strates the redundancy of parameters and layers through successful application of pruning and
other compression techniques, challenges remain in training efficient models from scratch with-
out this redundancy. This raises questions about whether the redundancy is necessary for the
training process itself, or if alternative architectural designs and training methodologies could
yield inherently more efficient models.

• Knowledge Preservation Metrics in Model Compression: Standard metrics for model com-
pression evaluation such as KL divergence of vocabulary distributions or cosine similarity of
hidden representations may not fully capture a model’s capabilities. Models compressed follow-
ing these metrics sometimes demonstrate unexpected performance divergences on knowledge-
intensive tasks. This suggests the need for more comprehensive evaluation metrics that accurately
measure preservation of different types of capabilities during the compression process.

• Fine-tuning Stability of Instruction-Tuned Models: Fine-tuning models tuned for instruction
following has shown to be particularly sensitive, sometimes leading to a decline in generalization
quality. This phenomenon raises questions about optimal adaptation strategies for these aligned
models, including the appropriate volume and diversity of fine-tuning data, suitable learning rates,
and mechanisms to preserve general capabilities while enhancing domain-specific performance.

6. Conclusions

This thesis aims to advance the field of Natural Language Processing by investigating optimization,
adaptation, and application strategies for Large Language Models that balance performance with compu-
tational efficiency. By exploring compression techniques, parameter-efficient fine-tuning methods, and
architectural modifications, the research seeks to address growing concerns regarding computational
requirements and the environmental impact of increasingly large models.
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