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Abstract

The increasing prevalence of emotional and harmful content in online communication raises important challenges
for understanding and promoting healthy public discourse. Emotional expression and harmful language play
a key role in shaping narratives and influencing audiences in various contexts, from news media and political
debates to popular culture, including emotionally charged references. This research proposes a multimodal
approach to analyzing online communication, integrating features that detect emotion, harmful language, and
their interaction across text, audio, and images. We explore strategies that combine multimodal embeddings and
Large Language Models (LLMs), aiming to provide insights into how emotional and harmful content contribute
to the dynamics of online communication. To support this analysis, we have compiled and published several
datasets such as the (Spanish MEACorpus 2023) and the (Spanish MTLHateCorpus 2023) for multimodal emotion
recognition and for hate speech detection, respectively. In addition, we have participated in several shared tasks,
achieving competitive results in international workshops such as IberLEF, CLEF, and SemEval. For example, we
obtained a top-10 rank in Task 4 of SemEval-2024 (64.77% Hierarchical F1 in persuasion detection), 1st place in
IberLEF-2024’s FLARES task (65.82% F1 in reliability assessment), and 1st place in the caption prediction subtask
of ImageCLEFmed Caption 2025. We also ranked 1st in category detection in several languages in SemEval-2023
Task 3. Additionally, we ranked in the top 10 in multiple subtasks of EXIST 2025, which focused on multimodal
sexism detection. These results highlight the potential and effectiveness of our multimodal and classification
methods for addressing emotional and harmful content in complex discourse scenarios.
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1. Introduction

In recent years, online communication has become the primary space for the dissemination and
consumption of information. Social networks, news websites, and digital platforms have transformed
public discourse, providing unprecedented access to diverse sources while also facilitating the rapid
spread of emotional, harmful, and misleading content [1]. This dual dynamic poses significant challenges
to fostering informed, healthy, and democratic conversations in digital environments.

A growing body of research has demonstrated the critical role of emotional appeals and harmful
and polarizing language in shaping narratives, influencing cognition and driving engagement in the
online networks [2, 3]. In particular, emotional appeals have been linked to the perceived veracity and
amplification of misleading or manipulative messages, making it more difficult for the public to critically
evaluate information. In addition, harmful and offensive language (hate speech) often accompanies
emotionally charged content, reinforcing polarizing debates and fostering toxic communication climates.
These dynamics are not limited to political contexts but extend to other areas of public communication,
including sports, entertainment, and popular culture, where emotionally charged references, such as
football quotes, mobilize strong affective responses among audiences.

Traditional approaches to analyzing online communication and identifying problematic content have
largely relied on textual analysis, fact checking, or source verification. However, these methods are
limited when faced with the multimodal and increasingly sophisticated nature of online content, which
includes text, audio, and images. The rise of multimodal communication, particularly in politics, news
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content, and social media, requires analytical frameworks capable of processing and interpreting signals
across multiple modalities.

At the same time, advances in artificial intelligence have opened new possibilities for the analysis of
complex discourse. Large Language Models (LLMs), such as GPT-4 [4], LLaMA-3 [5], Gemma-2 [6], and
Gemini [7], have demonstrated remarkable abilities to understand, generate, and reason over natural
language. Beyond text, the development of multimodal LLMs, such as Phi-4 [8] and Canary’, enables
models to process and integrate information across text, images, and other modalities, providing new
ways to analyze the complexity of online communication.

Despite these technological advances, distinguishing between authentic content from misleading,
harmful, or manipulative content remains a fundamental challenge. Previous research has shown
that users’ emotions and affective responses influence their likelihood to share content, often without
verifying its accuracy [3, 9]. Recognizing and analyzing the emotional framing of messages is therefore
critical to understanding how content spreads and influences audiences. Emotion recognition (ER),
defined as the task of automatically identifying emotional cues expressed through text, speech, facial
expressions, or gestures, has emerged as a promising tool in this area [10, 3]. ER systems can classify
emotions such as anger, fear, happiness, sadness, or disgust, providing insight not only into what is
being communicated but also into how it is emotionally framed.

In addition to emotional cues, recent research has shown that hate speech and offensive language are
closely associated with fake news, often co-occurring to amplify polarizing or manipulative narratives.
Detecting hate speech alongside emotional signals provides complementary information that can
enhance the analysis of online discourse, particularly in multimodal settings that include both textual
and visual content [10].

The objective of this Ph.D. thesis is to develop a multimodal approach to analyzing online commu-
nication by integrating features that detect emotional expressions, harmful or polarizing language,
and their interaction across different modalities, including text, audio, and images. Building on recent
advances in LLMs and multimodal embeddings, this research explores strategies for using these tools
to provide a more comprehensive understanding of how emotional and harmful content shapes the
dynamics of online discourse. The study incorporates diverse data sources, including news articles,
websites known to spread misinformation, and transcripts of political debates such as parliamentary
sessions, capturing a wide range of communicative contexts.

The insights generated by this thesis aim to support future applications, such as improving content
analysis tools or informing interventions to mitigate problematic discourse in digital environments.
For example, the findings may contribute to improving disinformation detection pipelines by adding
complementary layers of analysis based on emotional and harmful content signals, especially in complex,
multimodal, and multilingual contexts such as the Spanish-speaking digital space.

2. Research Hypotheses

The research hypotheses in this thesis focus on the analysis of emotional and harmful content in
online communication through multimodal approaches that integrate emotional features, hate speech
detection, and leverage LLMs. While not exclusively aimed at disinformation detection, the analysis
seeks to uncover patterns and mechanisms by which emotional and harmful content influences online
discourse, with the potential to support downstream applications such as improving disinformation
detection systems or content moderation tools. The core hypotheses are:

« (H1): Multimodal approaches (text, audio, images) provide richer and more accurate insights into
online discourse than unimodal methods.

« (H2): Incorporating emotional cues and hate speech features enhances the detection of polarizing
or harmful content.
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+ (H3): Leveraging LLMs improves generalization and interpretability, particularly in Spanish
multimodal contexts.

While multimodality is a well-established area, this thesis focuses on exploring modality interactions
within specific domains (e.g., politics, sport, among others) and under what conditions multimodality
yields measurable gains in performance and interpretability.

To achieve this, the following objectives have been defined: (OB1) Creation of a multimodal corpus in
Spanish for training models of emotion recognition and hate speech detection. This dataset will include
text, audio, and image data collected from different online sources to support model development and
evaluation; (OB2) Evaluation of different multimodal approaches that combine and fuse features from
different modalities (e.g., text-audio, text-image, fully multimodal) for emotion recognition and hate
speech detection; (OB3) Investigation of LLM-based approaches for emotion and hate speech detection,
including fine-tuning and prompt-based techniques, with special attention to their performance on
Spanish language content and their ability to handle multimodal input; (OB4) Construction of a multi-
modal corpus covering different domains of online communication (e.g., political, sports, entertainment)
from different sources such as Twitter, official websites, YouTube and fact-checking platforms such as
Newtral? and Maldita®. This corpus will be used to analyze how emotional content and hate speech
contribute to the spread of information and misinformation in different communicative contexts.

3. Methodology and Experiments

In this section, we describe the methodology and experiments designed to address the research objectives
and hypotheses outlined in this thesis.

As a first step, we developed a web crawler to systematically collect data from multiple online
sources. This crawler retrieves content from various domains of online communication, including
political news websites, official government portals, sports and entertainment platforms, social media
(e.g., Twitter), and video platforms such as YouTube. In addition, we include data from fact-checking
platforms such as Maldita and Newtral, which serve as repositories of verified misinformation claims.
Thus, the main objective of this data collection and corpus creation process is twofold: first, to provide
high-quality resources for training and evaluating models capable of detecting emotional expressions
and harmful language across different modalities; second, to lay the foundation for building a broader
corpus spanning different online communication domains (e.g., politics, sports, entertainment), which
will enable the analysis of how emotional content and hate speech interact and influence the spread of
information and misinformation in online environments.

Using the data collected by this crawler, we have created and published two corpora: a multimodal
corpus to support the development of models for emotion recognition and a text-based corpus for hate
speech detection. The first corpus is Spanish MEACorpus 2023 [11], a multimodal corpus for emotion
recognition in Spanish. This dataset contains 13.16 hours of speech, divided into 5,129 labeled segments,
annotated by three members of our research group according to Ekman’s six basic emotions (disgust,
anger, happiness, sadness, fear, and neutral). We have evaluated several multimodal approaches that
combine speech representation techniques and linguistic models for emotion classification. These
approaches range from simple text-based emotion detection to fusion methods that integrate automatic
speech recognition models such as Wav2Vec2-BERT [12] with pre-trained language models such
as BETO. Among the fusion strategies, we have explored late fusion (concatenating or averaging
model outputs), multi-head cross-attention (integrating cross-attention mechanisms to better capture
audio-text relationships), and ensemble learning (combining predictions by averaging or selecting the
maximum probability). Looking at the results obtained by the multimodal model, there are a total of
102 cases of errors. We have grouped these errors into 4 categories: (1) both the text model and the
audio model failed in prediction; (2) the multimodal learns from the text model; (3) the multimodal
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learns from the audio model; and (4) the multimodal and both the text model and the audio model failed
in prediction. The Table 1 shows some examples of these three categories.

Table 1

Error analysis grouped by category error. The analysis includes the text and ground truth (Truth) as well
as the individual results for multimodal model prediction (M), W2V-BERT model prediction (A), and
MarlA model prediction (T). The emotions are: Anger (A), Joy (J), Neutral (N), Sadness (S), and Disgust

(D).

Text Truth M A T

Error 1: Multimodal is successful, but audio and text are not.

Hoy quedan 34 dias también, porque esto es un 3 en 1. J J A N

Error 2: Multimodal and text are successful, but audio is not.

que diga hablan con mala leche porque se nota que como ya no estan como que A A N A
parece que la escena no se ha usado el sitio pues no haberte ido pues haberlo

hecho mejor anda que capello que juega con diarrea y emerson de doble pivote

que era cemento armado

Error 3: Multimodal and audio are successful, but text is not.

;Como valora los informes de la AIREF y del Banco de Espafia sobre la economia A A A D
espanola? Pues mire, sefior Sanchez, le quedan 24 horas.

Error 4: No model is successful.

que acabe ya esa jaula de grillos, esa casa de los lios ;Espanya merece un gobierno A D D D
con ese lio?

This dataset has been used as a basis for the organization of the EmoSPeech task [13] in IberLEF 2024,
which consists of two subtasks: text-based automatic ER and multimodal automatic ER. The novelty of
this task lies in its multimodal approach to ER, analyzing the performance of language models on the
Spanish MEACorpus 2023.

The second corpus is Spanish MTLHateCorpus 2023 [14], which was created to address the growing
challenge of harmful content online through the detection of hate speech. This corpus was built using
tweets and online content collected by the crawler, and includes annotations for several subtasks:
identifying the intensity of hate speech, determining the target groups, and distinguishing whether
the target is an individual or a collective entity. We evaluated a multi-task learning approach using
mBART and T5, comparing its performance against LLMs in zero-shot learning as a baseline, and
against an ensemble of fine-tuned models as an upper bound. The results showed that multi-task
learning improves versatility by allowing a single model to effectively handle multiple tasks, achieving
competitive results, especially in group target identification, although ensemble learning achieved
slightly better performance.

As a second step, we have evaluated different multimodal approaches that combine and fuse fea-
tures from different modalities (e.g., text-audio, text-image, full multimodal) for the tasks of emotion
recognition and hate speech detection. This evaluation has been carried out through participation in
shared tasks and competitive benchmarks organized by leading evaluation forums, including IberLEF,
CLEF, and SemEval. Participation in these shared tasks provides a practical framework to validate our
approaches under real-world conditions and allows comparison with other state-of-the-art methods.
Each competition addresses different challenges related to multimodal analysis, providing valuable
insights into the strengths and limitations of different modeling strategies. The tasks involved are as
follows:

« EXIST 2025: We developed multimodal systems for binary sexism detection, source intention
classification, and sexism categorization on text, image, and video inputs. Using XLM-RoBERTa,
ViT, and VideoMAE, our models handled both soft and hard evaluation settings. Our systems
ranked in the top 10 in multiple subtasks among 244 teams.



« EXIST 2024 [15]: In this task, we used the CLIP model to extract the embedded text and image,
and then combined them by diagonal multiplication to obtain the classification models. We
ranked 33rd in sexism identification and 18th in both source intent and sexism categorization
[16].

« SemEval-2024 Task 4: Multilingual Detection of Persuasion Techniques in Memes [17]:
For this task, we evaluated LlaVa to extract image descriptions and combine them with the
meme text. Our system performed well in all subtasks, achieving the tenth-best result with a
Hierarchical F1 of 64.774%, the fourth best in Subtask 2a with a Hierarchical F1 of 69.003%, and
the eighth best in Subtask 2b with a Macro F1 of 78.660% [18].

+ SemEval-2024 Task 10: Emotion Discovery and Reasoning its Flip in Conversation [19]:
It focused on recognizing and reasoning about emotional changes in conversation. This task
included different languages like English and Hindi. Our best result was the 6th place in Subtask
2 with an F1 score of 26% [20].

+ SemEval-2025 Task 1: AdMIRe: We participated in Subtask A, adopting a multimodal approach
combining textual and visual features with pre-trained language models and vision transformers,
and achieve 17th place in English and 9th place in Portuguese in the official evaluation.

As a third step, we have investigated LLM-based approaches to misinformation detection, including
both fine-tuning strategies and prompt-based techniques. These approaches focus on evaluating the
ability of LLMs to process and analyze Spanish language content, as well as their potential for handling
multimodal input.

Similar to the evaluation strategy described in the second step, we have tested these LLM-based
approaches by participating in various shared tasks and competitive benchmarks, allowing us to validate
their performance under different scenarios and datasets.

The tasks involved are as follows:

« SemEval-2025 Task 3: Mu-SHROOM: We addressed multilingual hallucination detection
using a token classification approach based on XLM-RoBERTa-large, enhanced with contextual
information from Llama-3.1-70B, achieving superior performance over baselines in detecting
token-level hallucinations.

« SemEval-2025 Task 7: Multilingual and Crosslingual Fact-Checked Claim Retrieval: We
implemented a multilingual retrieval system combining XLM-RoBERTa with metric learning and
Multi-Similarity Loss, ranking 25th overall while achieving over 50% hit rate in most languages.

« IberLEF 2024: FLARES [21]: We developed a NER-based approach integrating BETO, POS, and
Dependency features for 5SW1H identification, ranking 2nd in Task 1 (56.778%) and achieving 1st
place in Task 2 (65.820%) for 5W1H-based reliability assessment.

« SemEval-2024 Task 6: SHROOM [22]: We used prompt-based zero-shot classification with
LLaMa-2, Tulu, and Mistral, ranking 18th in the model-aware setup (78.4% accuracy) and 29th in
the model-agnostic setup (76.93% accuracy) [23].

« SemEval-2023 Task 3: Detecting the Category, the Framing, and the Persuasion Tech-
niques in Online News in a Multi-lingual Setup [24]: We applied a multilingual transformer
fine-tuned across languages, ranking 1st in some languages for category detection and achieving
top 10 positions across all languages in framing detection [25].

« SemEval-2023 Task 5: Clickbait [26]: We fine-tuned pre-trained models for spoiler classifica-
tion, achieving top 10 results across most measures and reaching top 3 in F1 score for passage
spoiler detection [27].

« ImageCLEF 2025 : ImageCLEFmed Caption: We participated in both caption prediction
and concept detection subtasks using a two-stage vision-language system. For captioning, we
fine-tuned the BLIP model on a radiology dataset with a composite relevance loss (BERTScore,
ROUGE-1, and exact match), ranking 1st with a score of 0.3771. For concept detection, we
combined SciSpacy NER, SapBERT retrieval, and BERT-based reranking, reaching an F1-score of
0.2398 despite challenges from class imbalance and entity ambiguity.



In addition to these evaluations, we have studied the detection of hate speech in Spanish through an
intelligent example selection system for Few-Shot Learning (FSL) based on diversity and uncertainty
metrics, which improved recognition over Zero-Shot Learning and Random FSL approaches across mul-
tiple datasets, with Gemma-2 models achieving the best results [28]. Similarly, in [29], we investigated
the use of LLMs for detecting sexist and hateful content online, comparing zero-shot, few-shot, and
fine-tuning strategies, and showed that the Zephyr model outperformed previous benchmarks in hate
speech detection tasks. These publications provide valuable empirical evidence on the capabilities of
LLMs for NLP tasks such as classification.

Finally, once the entire multimodal corpus has been compiled, we plan to conduct an analysis of
how emotional expression and hate speech influence the spread of information in different online
communication domains. This analysis will explore the role that emotional and harmful content plays
in the dynamics of content spread in contexts such as politics, sports, and entertainment. In addition, we
aim to evaluate the potential benefits of incorporating emotion recognition and hate speech detection
signals as complementary features in misinformation detection systems, and to assess whether these
affective and harmful cues can enhance the detection of misleading or manipulative content across
modalities and domains.

4. Conclusions and Future Work

This Ph.D. thesis focuses on the analysis of emotional and harmful content in online communication
through multimodal approaches that integrate emotion recognition, hate speech detection, and the
application of LLMs, with special attention to Spanish-language content. While not exclusively aimed
at misinformation detection, the research explores how emotional expressions and hate speech interact
and contribute to the spread of content in different online communication domains, including politics,
sports, and entertainment.

Throughout this research, we have developed key resources and performed evaluations in line with
our objectives. Specifically, we have created a multimodal corpus for emotion recognition (Spanish
MEACorpus 2023), a corpus for hate speech detection (Spanish MTLHateCorpus 2023), and a web crawler
for collecting multimodal content from different sources such as political news, social media, official
websites, and fact-checking platforms. We have also evaluated different multimodal and LLM-based
approaches by participating in shared tasks and competitive benchmarks organized by international
forums such as SemEval and IberLEF.

We are currently in the final stages of compiling a broader multimodal corpus that spans different
communication domains. Once completed, the next step will be to conduct an in-depth analysis of
how emotional content and hate speech influence the spread of information and misinformation across
domains and modalities. This analysis will also explore the potential benefits of incorporating emotion
recognition and hate speech detection signals as complementary features in misinformation detection
systems, and evaluate their contribution to improving detection performance across contexts.

Future work will focus on analyzing how emotional expression and hate speech influence the spread
of information in different online communication domains. We also plan to evaluate the integration of
these features into downstream applications, such as misinformation detection or content moderation,
and assess their added value. In addition, we will explore the scalability of the developed models to
other languages and domains, investigate the use of Retrieval Augmented Generation (RAG) to improve
the analysis, and extend the corpora with new modalities and annotations to support broader research.
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