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Abstract

Natural Language Processing (NLP) systems have made significant strides in recent years, achieving
remarkable success in various applications such as machine translation, sentiment analysis, and question
answering. However, the black-box nature of many advanced NLP models raises concerns about their
trustworthiness and reliability, especially in critical domains like healthcare, legal, and disinformation.
This doctoral thesis addresses the need for enhancing trustworthiness in NLP systems by integrating
explainability through three main approaches: Feature Importance Methods, Natural Language Gen-
eration (NLG) Explanations, and Probing Techniques. The research presented here aims to bridge the
gap between complex NLP models and their end-users by developing and evaluating methods that
provide transparent and interpretable insights throughout the Machine Learning production cycle: data
acquisition, preprocessing, training, and inference. This doctoral thesis hypothesizes that achieving
reliable, explainable, and unbiased language models through these three complementary approaches will
lead to more human-friendly and usable Artificial Intelligence.
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1. Justification of the proposed research

Since the introduction of Transformer-based models such as GPT and BERT, they have revo-
lutionized most Natural Language Processing (NLP) tasks, such as machine translation, text
summarization, and question answering among others. It is clear that Transformer-based models
are the ones that obtain better results than others, even more so if we talk about Large Language
Models (LLM), but due to their complex and non-linear structure, these learning models are
often black-boxes that obtain results in a totally opaque way. This is a major problem, especially
for the application of these models in sectors such as medicine, psychology, or social sciences
which need high reliability, robustness, and safety. Unfortunately, as can be seen in Figure 1,
most of the most widely used models have major reliability problems from several points of
view [1].

All of this is aggravated if we take into account that research in Artificial Intelligence (AI)
and more specifically in NLP has been marked by a SOTA-Chasing trend by the entire scientific
community [2], which is more focused on obtaining better metrics or scores in a leaderboard
of questionable relevance rather than obtaining real insights and their explanation. It would
seem that machine learning has become so powerful (and opaque) that it is no longer important
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Figure 1: Foundation Models Transparency Index. Image from [1].

to ask how it works and why, but this is not really the case. The trustworthiness of Artificial
Intelligence is key for it to have a good impact on society and the acceptance of users to use it
correctly without fears and prejudices. For example, people are more open to use Al if they
know how it works and why they make certain decisions [3].

If we do not know why the Al makes a decision, produces a response, or acts in a certain
way, we will not know if that decision is really correct, since in many cases this Al response
is highly subjective, variable, and multifactorial. Many papers [4, 5, 6] have shown that Al is
plagued by biases of all kinds, e.g., gender, ethnicity, and religion, which are inherent in the data
used for training and can condition it to make decisions that are dangerous to humans. That is,
sometimes these biases come from humans themselves. The issue of opacity and limitations in
explanations is determined by the typology of neural networks. For example, rule-based expert
systems do achieve an acceptable ability to explain their decisions [7].

In addition, explainability is not only a goal to see why a model makes a decision and to
see the model’s behavior, it also serves to justify that decision and to help users to investigate
uncertain or inconsistent predictions. For example, in my previous work [8], I applied SHAP and
observed that the state-of-the-art models of fake news detection took into consideration spurious
features and named entities, which is a violation of impartiality. Thanks to this application of
explainability, I was able to develop a methodology of working to reduce biases in this task
and make the model less biased, more robust to adversarial attacks, more generalizable, and
generally more trustworthy. It is worth mentioning that a paper on the application of this
methodology has been written and is currently under review in a journal.

Trustworthy Al has become increasingly crucial due to the growing landscape of regulations
designed to ensure ethical, transparent, and accountable use of Artificial Intelligence, as can
be seen in the document of ethics guidelines for trustworthy AI of the European Commision
[9]. As governments and international bodies establish guidelines to protect individual rights
and societal interests, Al researchers and organizations must prioritize trustworthiness to
comply with these standards. Trustworthy Al not only helps in avoiding legal repercussions
and financial penalties but also fosters public confidence and adoption of AI technologies. It
encompasses principles such as fairness, privacy, security, robustness, and explainability, which



are essential to mitigate biases, prevent misuse, and promote transparency. Adhering to these
regulations ensures that Al systems operate responsibly and equitably, reinforcing their positive
impact on society while maintaining public trust and safeguarding against potential harm.

For these reasons, the objective of this doctoral thesis is to bridge the gap between black-
box, biased, and opaque models to a more secure, transparent, unbiased, and generally more
trustworthy Artificial Intelligence in the Natural Language Processing domain, focusing on three
distinct yet complementary explainability approaches: Feature Importance Methods, Natural
Language Generation Explanations, and Probing Techniques.

These three explainability approaches—Feature Importance Methods, NLG Explanations,
and Probing Techniques—offer complementary perspectives on model behavior. While feature
importance methods highlight influential input elements, NLG explanations provide accessible
rationales, and probing reveals internal representations and linguistic capabilities. Together,
they form a comprehensive toolkit for enhancing the trustworthiness and interpretability of
NLP systems.

The remaining sections of this paper are organized as follows: Section 2 covers the background
and related work of Trustworthy and Explanability in NLP; Section 3 the main hypothesis and
objectives of the doctoral thesis; Section 4 the research methodology and experiments for this
thesis; Section 5 the specific research elements proposed for discussion; Finally, Section 6 depicts
the conclusions.

2. Background and related work

Trustworthy and explainable natural language processing (NLP) has become a critical area of
research in recent years. With the increasing focus on ethical challenges within NLP, such
as bias mitigation, identifying objectionable content, and enhancing system design and data
handling practices [10], researchers have delved into various aspects to ensure trustworthy
NLP models. Recent efforts have been made to enhance the trustworthiness of models through
aspects like robustness, explainability, privacy, fairness, accountability, and environmental
well-being [11].

The field of explainable NLP has evolved to encompass various methodologies and techniques
aimed at enhancing model interpretability. Based on the categorization presented in [12], we
identify three principal approaches to explainability in NLP: Feature Importance Methods,
Natural Language Generation (NLG) Explanations, and Probing Techniques. Each of
these approaches offers unique insights into model behavior and decision-making processes,
contributing to the broader goal of trustworthy AL

2.1. Feature Importance Methods

Feature importance methods focus on identifying and quantifying the contribution of input
features to model predictions. These techniques aim to answer the question “Which parts of
the input were most influential for the model’s decision” by generating attribution scores for
individual tokens, words, or phrases. Several prominent approaches have emerged in this
category:



« Gradient-based methods such as Integrated Gradients [13] and SmoothGrad [14] utilize
the gradient of the model output with respect to input features to determine feature
importance. These methods provide fine-grained explanations but can be computationally
intensive and may produce noisy attributions.

+ Perturbation-based methods like LIME (Local Interpretable Model-agnostic Explana-
tions) [15] and SHAP (SHapley Additive exPlanations) [16] observe changes in model
predictions when input features are perturbed or removed. LIME approximates complex
models locally with interpretable surrogates, while SHAP draws from cooperative game
theory to assign contribution values to features.

« Attention-based interpretations leverage the attention mechanisms inherent in Trans-
former models, providing visualization of which parts of the input the model "focuses”
on during prediction [17]. However, research by Serrano and Smith [18] has questioned
whether attention weights directly translate to feature importance.

Recent research has explored how these methods can be adapted specifically for NLP tasks.
For instance, Jin et al. [19] proposed hierarchical explanations for text classification that account
for both word-level and phrase-level contributions. Similarly, Wallace et al. [20] introduced
AllenNLP Interpret, which integrates various feature attribution methods for NLP models.

2.2. Natural Language Generation (NLG) Explanations

Natural Language Generation approaches produce textual explanations that describe the rea-
soning process or decision factors of a model. These explanations are often more accessible
to non-technical users compared to numerical scores or visualizations. The key advantage
of NLG explanations is their ability to communicate complex decision processes in a familiar
format—natural language.

Self-explanatory models incorporate explanation generation as an intrinsic component of
their architecture. Models like ExplanationLP [21] and CoS-E [22] are trained to generate both
predictions and explanations simultaneously. These approaches often use multitask learning
frameworks where explanation generation is an auxiliary task alongside the primary NLP task.

Post-hoc explanation generators, on the other hand, produce explanations after the model has
made its prediction. Such systems may be trained on human-authored explanations to mimic
human reasoning patterns [23], or they may utilize large language models to generate plausible
rationales for predictions [24].

Rationalization techniques aim to extract segments of the input text that justify the model’s
prediction [25, 26]. These methods typically employ selective or extractive approaches to
identify crucial portions of the input that influence the output decision.

Recent advancements in this area include the development of faithfulness metrics to evaluate
how accurately natural language explanations reflect the model’s true decision process [27].
Additionally, researchers have explored generating contrastive explanations that highlight why
one prediction was made over another potential outcome [28].



2.3. Probing Techniques

Probing techniques, also known as diagnostic classifiers or linguistic probing, investigate what
linguistic properties or structures are captured by different components of a model. These
methods help researchers understand the internal representations learned by NLP models and
analyze what information is encoded at different processing stages.

Structural probing methods examine how well models capture syntactic and hierarchical
linguistic structures. For instance, [29] demonstrated that BERT’s representations encode parse
tree distances, suggesting the model implicitly learns syntactic information during pretraining.

Semantic probing assesses a model’s understanding of meaning-related properties. This
includes probing for semantic roles, lexical relations, entity types, and compositional semantics.
[30] showed how different layers in BERT capture different levels of linguistic information,
from surface features in early layers to semantic information in later layers.

Behavioral probing examines how models respond to specific challenges or manipulations of
the input [31]. Methods like CheckList [31] provide a framework for testing specific linguistic
capabilities through carefully crafted test cases.

Advanced probing techniques include controlled interventions [32], where specific neurons
or attention heads are manipulated to observe their impact on model behavior, and cross-
architectural comparisons [33], which analyze how different model architectures represent
similar linguistic phenomena.

3. Main Hypothesis and Objectives

3.1. Main Hypothesis

The hypothesis behind this line of research is that if we develop explainable, interpretable, and
less-biased models, we can create a more Trustworthy Al which is more usable, human-friendly,
and responsible.

This doctoral thesis aims to bridge the gap between black-box, biased, and opaque models
to a more secure, transparent, unbiased, robust, and generally more trustworthy Artificial
Intelligence in the Natural Language Processing domain.

3.2. Objectives

1. Analyze the state of the art of Explainability and Trustworthiness in Al and specifically
in NLP

2. Analyze the possible regulations that exist and will exist in Al to adapt the line of research
and application to these regulations.

3. Develop and evaluate Feature Importance Methods for NLP models that provide transpar-
ent insights into which input features influence model predictions, with particular focus
on addressing biases and improving model robustness.

4. Design and implement Natural Language Generation approaches that produce accessible
and faithful explanations of model behavior, enabling users to understand model decisions
in human-readable format.



5. Apply and extend Probing Techniques to systematically investigate what linguistic prop-
erties are captured by NLP models and how these representations relate to model perfor-
mance and biases.

6. Design of an evaluation framework that takes into account the different perspectives
of trustworthiness, comparing and integrating insights from all three explainability
approaches to provide a comprehensive understanding of model behavior.

7. Create a methodology for applying appropriate explainability techniques based on specific
domain requirements and user needs, particularly for sensitive applications such as fake
news detection, medical text analysis, and legal document processing.

4. Research Methodology and Proposed Experiments
To achieve the objectives and validate the hypothesis, the research will proceed in four stages:

1. Analysis of relevant literature sources: To achieve the objectives of the thesis, an
exhaustive analysis of relevant sources has to be performed. This includes the review of
scientific literature related to language models, explainability techniques (Feature Impor-
tance Methods, NLG Explanations, and Probing), trustworthiness, and the methodologies
that may approach a more Trustworthy AL

2. Experimental design: Development of techniques and methodologies across the three
explainability approaches to bring language models closer to a more reliable Al The
experimental design includes:

« Application of Feature Importance Methods to identify influential features in model
decisions and detect biases

» Development of Natural Language Generation techniques for explaining model
decisions in human-readable format

+ Implementation of Probing methods to understand what linguistic information is
encoded in model representations

3. Trustworthy Data Creation and Curation: Development of datasets specifically de-
signed to drive explainable behavior of language models and to evaluate the effectiveness
of different explainability approaches. Additionally, data preprocessing techniques will
be developed to ensure privacy and unbiasedness throughout the data lifecycle.

4. Evaluation of results: Application and development of different evaluation metrics that
measure how reliable an Al model is across different aspects of trustworthiness (absence
of biases, robustness, interpretability, etc.). The evaluation will focus on comparing the
insights gained from each explainability approach and assessing their complementarity.

5. Research Elements for Discussion

In a field as broad and incipient as trustworthy Al, there is a discussion on a wide range of
issues, but in particular, I show below the 3 elements of the discussion that I am debating in the
current state of the doctoral thesis.



1. Integration of Multiple Explainability Approaches While each explainability ap-
proach (Feature Importance, NLG Explanations, and Probing) offers valuable insights, how
can we effectively integrate these diverse perspectives into a cohesive understanding of
model behavior? Do these approaches sometimes provide contradictory explanations, and
if so, how should such contradictions be resolved? Furthermore, how can we determine
which explainability method is most appropriate for specific stakeholders, domains, or
use cases?

2. Evaluation Techniques for Measuring the Quality of an Explanation: A model’s
quality should be evaluated not only by its accuracy and performance but also by how well
it provides explanations for its predictions [12]. Should we use Informal Examination,
Comparison to Ground Truth or Human Evaluation? What are the advantages and
disadvantages of using metrics such as BLEU [34], ROUGE [35], or Perplexity? Can we
rely on what is relevant to attention mechanisms? [36].

3. Effective evaluation of the degree of bias of a language model. The degree of
trustworthiness of a language model depends on several factors such as its robustness,
interpretability, or absence of bias among others. How can we effectively measure the
degree of bias of a language model? How can we know if there is a real bias in the model
output? How can we identify from which part of the model development cycle the bias
comes?

6. Conclusions

This paper has outlined the initial phase of my doctoral research, which focuses on creating
models that are more explainable, interpretable, and fair, with the goal of narrowing the gap
between opaque black-box systems and the principles of Trustworthy Artificial Intelligence
within the field of Natural Language Processing.

For this purpose, the state of the art has been analyzed, the objectives to be achieved have
been presented, the methodology to achieve them has been described, and finally, different
elements for discussion have been introduced.

Declaration on Generative Al
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