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Abstract

Many real-world planning problems feature parametrized action spaces, where each action is augmented by
continuous parameters. Though deep Reinforcement Learning has achieved remarkable results in solving
control and planning problems, it falls short at two central challenges of real-world planning problems with
parametrized action spaces: (i) There is an infinite number of action-parameter candidates in every step of
solving a planning problem, (ii) interacting with the planning domain is typically prohibitively expensive and
available recordings from the planning domain are sparse. To counter these challenges, we introduce our novel
Goal-Conditioned Model-Augmented Deep Q-Networks algorithm (GCM-DQN). The intuition behind GCM-DQN
is to use gradient-based optimization on the surface of the Q-Function, instead of blunt estimators, to estimate
the optimal parameters of an action in a state. In combination with a goal-conditioning of the DQN, and a state
transition model, this allows us to find plans for planning problems in planning domains with parametrized
action spaces. Our algorithm outperforms state-of-the-art Reinforcement Learning algorithms for planning in
parametrized action spaces.
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1. Introduction

Planning, the combinatorial problem of finding a sequence of actions that transitions an initial state
into a goal state, is a fundamental problem in many real-world applications and Al [1, 2]. Conventional
planning and Reinforcement Learning methods typically feature either purely discrete action spaces
(i.e. a finite set of actions, like moving up, down, left, or right in a grid world) or purely continuous
action spaces (i.e. an infinite set of actions, like controlling the acceleration of a cart on a slope) [2, 3].
However, many real-world problems feature parametrized action spaces. In a parametrized action space,
a finite set of actions is augmented by real-valued parameters, which influence the effects of the actions
[3, 4, 5]. During planning in parametrized action spaces, a planner hence must not only select from the
finite action set, but also real-valued parameters, to reach its goal [3]. For example, consider injection
molding, where there is a finite set of actions (e.g. close mold, inject, hold, cool, eject), which are each
augmented by real-valued parameters (e.g. heating/cooling energy, velocity, pressure, etc.). Both the
combinatorial aspect of finite action selection, e.g., injecting material before closing the mold would
lead to a mess, as well as the parametrization aspect, e.g., injecting too cold material leads to poor
surface characteristics of the molded product majorly, have a major influence on the molded product.
Getting both aspects right is the task of planning in parametrized action spaces. Besides this simplified
example, many other real-world problems, from robotics to factory planning, feature parametrized
action spaces [4, 3, 6, 7, 8].

There are two central challenges in solving planning problems in real-world parametrized action
spaces: (i) Due to the continuous nature of the parameter space, there is an infinite number of action-
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parameter tuples a planner has to choose from in every state. This infinite branching of action-parameter
tuples in every state poses a challenge for selecting the optimal action-parameter tuple [9]. Typically,
infinite branching is either countered by parameter estimators [10], which have the risk of being
imprecise, or search [11], which has the risk of being computationally expensive. (ii) Often there is
no sufficient model of the planning domain available, interaction with the domain is prohibitively
expensive or unsafe, and recorded data is scarce [12]. Hence, solving planning problems typically, either
requires a manually crafted, expensive, and error-prone planning domain model [13, 5], or requires
advanced Reinforcement Learning algorithms which can be trained offline, meaning without interaction
with the planning domain, but strongly rely on the assumption that the distribution of the recorded
data does not shift strongly from the application cases [12].

In this paper, we tackle the challenges of infinite branching and training data scarcity in real-world
parametrized action spaces. Therefore, we propose to extend the well known Deep Q-Network (DQN)
algorithm [14]. DQN uses a Neural Network to approximate the action value function, which returns the
expected cumulative return of taking an action in a state. In combination with a greedy policy, DQN can
solve even complex planning and control problems [14]. We propose to transfer DQN into a novel, offline
and model-augmented Reinforcement Learning setup, which allows us to use it for solving planning
problems in planning domains with parametrized action spaces [3] (cf. Figure 1). More precisely, we
propose three extension to the DQN algorithm: (a) To tackle infinite branching, we introduce paramOpt,
a novel gradient-based optimization algorithm, to efficiently find optimal parameters for a given action
in a given state. (b) To make our algorithm applicable to unseen planning problems, we integrate a
goal-conditioning to the DQN [15]. (c) To allow using the DON for planning without interacting with
the environment, we propose a novel state-transition model, which is trained along the DQN and allows
for planning in deterministic and probabilistic domains. We reduce the amount of training data to fit
the models, by employing Hindsight Experience Replay [16] and Conservative Q-Learning [17].
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Figure 1: In this paper, we propose the Goal-Conditioned Model Augmented DQN algorithm (GCM-DQN),
an offline extension to DQN [14] that allows for planning in domains with parametrized action spaces (novel
extensions to DQN are marked in blue). For planning, GCM-DQN takes an input and goal state tuple (i) and
iteratively computes optimal action-parameter tuples, using a gradient-based optimization (ii). A greedy policy
picks the action-parameter tuple with the highest Q-value (iii). Using a state transition model, the subsequent
state is computed (iv). The planning stops, when the current state matches the goal state.

As a result, we present our Goal-Conditioned Model Augmented DON algorithm (GCM-DQN). GCM-
DON is can be trained on a sparse dataset of recorded plans from a planning domain. It returns a DQN
which can either be used as a policy in probabilistic scenarios, or in combination with the parallelly
trained state transition model as planner for deterministic domains. In contrast to estimator or search-
based algorithms for planning in parametrized action spaces, GCM-DQN converges quickly to optimal
parameters due to the gradient-based parameter optimization. The main contributions of our paper are:

« paramOpt novel gradient-based optimization algorithm to efficiently counter infinite branching
in planning domains with parametrized action spaces.

+ A novel integration of paramOpt, goal-conditioning, and a novel state-transition model into DQN
to allow harnessing it for planning.

+ A systematic and comprehensive evaluation of our approach against state-of-the-art Reinforce-
ment Learning paradigms for parametrized action spaces.



The remaining paper is structured as follows: In Section 2 we review related research in the domains
of Reinforcement Learning for planning in parametrized action spaces. In Section 3 we introduce
the formalization of our problem. Section 4 introduces our solution, followed by its theoretical and
empirical evaluation in Section 5 and discussion in Section 6. We conclude our paper in section 7.

2. Related Work

In Deep Reinforcement Learning, there are two directions when handling parameterized action spaces:
Using Neural Networks as estimators that suggest parameters for actions, and using search or optimiza-
tion to find optimal parameters for an action. Typically, policy network approaches are grounded in
the Deep Deterministic Policy Gradient (DDPG) paradigm [10]. DDPG is an Actor-Critic approach, in
which the actor is a deep policy network that, given a state, suggests actions and the critic is a deep
Q-network that calculates the cumulative expected return of the suggested action and state. Using
backpropagation over both networks allows for adapting their weights to converge to an optimal
policy- and Q-network. To solve planning problems in parametrized action spaces, Hausknecht and
Stone [4] extendeded the DDPG paradigm by expanding the deep policy network with an additional
non-binary output for suggesting parameters values, resulting in the P-DDPG algorithm. Fan et al.
[18] propose a similar approach. They use individual separate heads for selecting an action from the
finite action set, and individual separate heads for estimating its numerical parameters [18]. However,
both approaches neglect that there is a dependency between an action and the numerical parameters
[19]. Hence, Li et al. [19] proposed to encode the finite set of actions and numerical parameters into a
joint latent representation space on which the policy operates, and from which discrete and continuous
components are decoded for interaction with the environment. While the introduced approaches can
handle parametrized action spaces, they remain restricted to online settings, which require the agent to
interact directly with the environment, and are not well suited to an offline scenario with only little
available training data.

Optimization or search-based approaches typically follow a value-based paradigm, in which a greedy
policy selects the action-parameter tuple with the highest expected return. While methods like [20] use
a divide-and-conquer approach for complex actions-parameter tuples that operates on a joint latent
representation, Xiong et al. [6] uses a separate parameter estimation network which feeds into a DQN,
forming a parametrized DQN or P-DQN. Thereby, they can select a discrete action directly using a
greedy policy and do not rely on a continuous relaxation of the discrete action components (as, e.g.,
Hausknecht and Stone [4]) [6]. Finally, Ma et al. [11] uses an evolutionary optimization algorithm
for estimating an optimal action from a continuous action space. While such approaches can also be
adapted to parametrized action spaces, they are computationally expensive due to the uninformed
optimization paradigm.

In contrast to typical Reinforcement Learning tasks, e.g., like control, the reward structure in planning
problems sparse. Typically, the reward for solving a planning problem is formalized by a single reward
signal upon reaching the goal state. This sparse reward signal hence is exclusively dependent on the goal
state, and changes for planning problems with diverging goal states. To make Reinforcement Learning
agents applicable to altering reward functions, Schaul et al. [15] introduced Universal Value Function
Approximators. Universal Value Function Approximators condition the value function approximator
on an embedding of the goal state, hence making it generalizable across altering planning problems
within the same domain [15]. Other methods for countering sparsity of reward signals, especially in
offline settings, include data augmentation, such as Hindsight Experience Replay [16], or regularization
in training by additional loss terms, such as Conservative Q-Learning [17].

3. Formalization

Reinforcement Learning follows the assumption that there is an underlying MDP within all planning
domains. As we focus on planning problems in parametrized action spaces, we consider Parametrized



Action Markov Decision Processes (PAMDP) [3].

3.1. Parametrized Action Markov Decision Processes

PAMDPs extend continuous Markov Decision Processes by introducing a hybrid, so-called, parametrized
action space. They can be formalized as a tuple

($,AY, T, R,y), (1)

where & C R" is the continuous state space, A = {qg, ..., @, ..., ag}, K € N is a finite set of actions, in
which each action g is extended by a continuous parameter space ¥} € R and the union of all parameter
spaces is given as ¥ = UkK:1 V. Together they form the parametrized action space

o = | o ¥l € ¥ (2)

Q€A

T is the transition function I = P(s;,1ls;, 4, ) that describes the probability of transitioning into state
s11 € & given state s; € §, action g; € A and a parameter ¢, € ¥ at time t. & is the reward function
X : 8§ x I — R that returns the scalar reward r when transitioning from s; into s;; 1 using an action a,
and y € R a discount factor. We will further refer to  as the dynamics of the MDP.

As the transition dynamics in real-world PAMDPs can grow very complex, large models and large
datasets are needed to properly capture them. Leveraging on the parametrized action spaces, we propose
to manage the complexity of real-world dynamics by a modular factorization of the parametrized action
space. Therefore, we split 7 into a finite set 7 of K transition functions , , which each are related to
one individual action g each:

Ta=19a|7a, = Po(sts1lse i), Vi € Vi k=1,... K} (3)

This allows us to model the transition dynamics for each action in one individual model f, ~ 7,
reducing the complexity of the modeling problem, while overall not affecting the PAMDP dynamics.
We can denote the collection of all f, as F = { fak}kK:l' During planning, we can infer state transitions
by sampling from the transition models

st+1 ~ fa (56 ). (4)

In deterministic scenarios, the transition probabilities of 7, collapse to a Dirac delta distribution, which
effectively turns f, into a deterministic function

Jar (56 V1) = S41- (5)

3.2. Describing Planning Problems with PAMDPs

Planning describes the task of finding a sequence 7 = {(a;, 4)}/=; of T action-parameter tuples, that
transition an initial state s into a goal state g € G C §. Hence, a planning problem in a PAMDP can be
denoted as

(S, AY, F, Rs.7Y,%,G), (6)

where % is a goal conditioned, sparse reward function

As) = r, ifseG )

0, else

, with the numerical reward value r € R.

Reinforcement Learning typically solves planning problems by iteratively applying a policy x on the
planning problem. Hence, a plan can be seen as a trajectory-level instantiation of a policy. A policy
in a PAMDP is a mapping from the current state s; and goal state g to an action-parameter tuple. For



deterministic planning domains, the mapping is a function 7ge()(s, §) = (a, ), For probabilistic planning
domains, the mapping is a conditional distribution 7((a,¥')|s;, g), where s, € &, g€ G, a,y € d.
For deterministic domains, the solution of a planning problem is a plan 7, which, when executed from
sp> reaches a g € G. For probabilistic domains, the solution of a planning problem is a proper policy 7.
A proper policy optimizes the discounted return of the planning problem and results in a goal state
g € G. The sequence of actions-parameter tuples selected by the policy during execution forms a plan z.

4. Solution

In this section, we introduce our GCM-DQN algorithm. GCM-DOQN tackles the challenges of infinite
branching, prohibitively expensive domain interactions, and data scarcity in real world planning domains
with parametrized action spaces. The intuition of GCM-DQN is to leverage on the differentiability
of a DON [14] during planning for finding the optimal parameters and actions via gradient-based
optimization, instead of using estimators or search. Therefore, we add three extensions to the DQN
algorithm [14]: (a) To tackle the problem of infinite branching, we introduce the paramOpt algorithm,
a gradient-based optimization algorithm inspired by [21, 8], for finding an (leastwise locally) optimal
action-parameter tuple during planning (cf. Section 4.3). (b) To make GCM-DQN applicable to any
planning problem within the planning domain, we introduce a goal-conditioning to the DQN; as proposed
in [15]. We tackle data scarcity in training the goal-conditioned DQN, by using Hindsight Experience
Replay [16] and Conservative Q-Learning [17] (cf. Section 4.2). (c) Finally, to counter prohibitively
expensive domain interaction, we propose a novel state transition model which is parallelly trained
to the DQN on the same dataset (cf. Section 4.4), allowing to simulate state transitions without any
interaction with the planning domain.

By combining the three proposed extensions, we result in our novel GCM-DQN algorithm (cf. Section
4.1). GCM-DON can operate in planning domains with parametrized action spaces. It can either be used
as a policy for probabilistic planning domains or, when using the state transition model, as a planner
for deterministic planning domains (cf. Figure 2).
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Figure 2: We introduce the GCM-DQN algorithm. A goal-conditioned and model-augmented DQN approach for
planning in parametrized action spaces. GCM-DQN leverages on gradient-based optimization during planning
time (marked in blue) to find (leastwise locally) optimal action-parameter tuples and uses a modular state
transition model to predict state transitions.

4.1. Planning with Goal-Conditioned Model-augmented Deep Q-Networks

In this Section we provide an overview on the GCM-DON algorithm (cf. Algorithm 1 and Figure 2).
In its essence GCM-DOQN is a goal-conditioned greedy policy, which is trained in an offline setting.
Hence, the first step includes training the DQN Qp and the state transition models # = {f, |k = 1,.., K}
using a dataset of recorded plans 9. During planning, GCM-DQN uses the paramOpt algorithm (cf.
Algorithm 2) on Qy to calculate the optimal parameter 1},:‘ for every action. To guide the selection of
optimal action-parameter tuples, we calculate a decision value J for each action. & includes the Q value,



the weighted variance of the succeeding state vary (cf. Equation 18), and a potential based shaping
factor w [22]: i
S = Qo(sp, ag, xp,jt, g) + Ayvarg + Lo, A, 4 €R (8)

Using J instead of the pure Q values counters, the selection of actions which would lead into non-
permissible states, e.g., colliding with boundaries. A greedy policy 7yreedy then picks the highest & and

adds the corresponding action-parameter (ay, I}k) tuple to the plan. By sampling from the associated
state transition model f, the next state s;;; can be inferred and passed to the next iteration. The
iterations stop, when s;,; becomes a state within G (or G + ¢, where ¢ is an error margin). In cases, in
which there is no solution to the planning problem, a stopping criterion ¢ can be introduced to bound
the maximum number of iterations. The complete GCM-DQN algorithm is outlined in Algorithm 1.
The following section introduce the extensions of GCM-DOQN in detail.

Algorithm 1: GCM-DQN during planning

Require: 9 // recorded plans
So // starting state
G // goal state(s)
& // tolerance, max steps
Qp < TRAINGCMDOQN(D) // cf. Section 4.2
1 F « TRAINSTM(D) // cf. Section 4.4
27T« Q
3 8<%
4 fort <~ 0to{ — 1 whiles¢ G+edo
5 (a*,¢*) < argmax DEcIsIONVALUE(Qy(s, a, PARAMOPT), ) // cf. Section 4.3
acA
6 append (a*,y*) tot
7 s < spp1 ~ far (s ¥7)
8 return // trajectory ((ay, ), (as,¥1),-..)

4.2. Goal-Conditioned DQN for Parametrized Action Spaces

In this section, we describe our adaptions to DQN to allow using it for planning in planning domains
with parametrized action spaces. We achieve this by including the goal state into the input of the
DOQN, thereby conditioning it on the goal state, and handling continuous per-action parameters via
gradient-based optimization.

The original DQN uses a Neural Network to approximate the action value function Q(s, a) of a domain
[14], which describes the expected discounted return for taking action a in state s, and satisfies the
Bellman equation in the optimal case

Q(spa) = E [R(sp) + Ya?laélQ(stﬂ’ 1)) ©)

se1~PClspay)

For our application, we expand the classical Q-function’s input with the goal state of the planning
problem [15] and the parametrized actions, so that

Q(s,a) ~ QO(s, ag, Y &), (10)

where a; € A is an action from the finite action set, 4 is an associated continuous parameter, and g is
the goal state of the planning problem. For our updated Q-function, the Bellman equation becomes

Q(sp, > Y 8) = [Rels) +y max argmax Qs ag,,,. Y- 8)]- (11)

Sp41~PClspa Vi) 16K Uiy € ¥k



As the inner maximization over . is non-convex when Q is approximated by a Neural Network,
solving it is intractable. Hence, we propose to leverage on global optimization algorithms for finding
leastwise local optima for i and solve Equation 11 in two steps. In the first step, we find optimal
action-parameter tuples for each action in the current state,

Yy = argmax Q(s, a, Yr. §) Vk €K, (12)
e¥y

using projected gradient ascent (cf. Section 4.3). As we cannot guarantee a global optimum, we denote
the resulting parameters with l//]:t " This first step allows us to reformulate Equation 11 as

QCsn . Vi 8) = (%4080 + max Qe a5 - ) (13)

Se41~PC 31 Vi) 1+1€
which resembles the Bellman equation with a goal conditioning and an approximate inner maximization.
We train our goal-conditioned DQN Qy, with parameters 6 € R, for parametrized action spaces in an
offline Reinforcement Learning setup, to cater the restrictions on of prohibitively expensive domain
interactions in real-world planning domains. Therefore, we assume a training dataset of recorded plans
D = {Tj}]J:O. A major problem in offline Reinforcement Learning is the distributional shift between
training data and the application domain [12]. We counter this problem by augmenting & with Hindsight
Experience Replay [16], and Conservative Action Sampling [23] (cf. Figure 3). Hindsight Experience
Replay augments the available dataset by sampling sub-traces from the recorded plans, relabeling the
final state as the goal state [16]. Conservative Action Sampling also samples sub-trances from the
recorded plans, however, labeling their final state as miss, therefore artificially creating negative samples
for the dataset [23]. Using both augmentation techniques, results in the datasets D [16] and D [23].
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Figure 3: For training the DQN on little data, we use Hindsight Experience Replay [16] and Conservative Action
Sampling [23] for augmenting our training dataset.

Following [14] we use an off-policy training setup, using an online network Qp and a target network
Qp-. During training, only the weights of Qy are updated via gradient descent, whereas the weights of
Qp- are copied from Qy every 7 steps. We use a composite loss function

gCQL = 3Q +Zp (14)

consisting of the squared TD-loss & [14] and a conservative penalty term Zp [17]. The conservative
penalty term Zp helps to regularize Qp to overestimate Q-values of unseen or underrepresented actions
[17]. We denote the squared TD-loss as

Zo= L e +y(1 = d) max Qp- (51, ayg, U0 8 = Qolsy ar, Vi 12, (15)

(St’akp‘?kp” 18141~ t+1



where d; € {0, 1} indicates whether the plan at time ¢, so that d; = 1, if s;,; € G. Following [17], we
formulate the conservative penalty term as

M
Zp=allog(Y, 1 Y, exp(Qus ak Vs ) — Qulss at, T ) (16)
m=1

kek

where « is the trade-off factor between Bellman-fit and conservatism, K = |A| is the number of discrete
actions, and M is the number of parameter samples per action used in the log-sum-exp penalty. For our

offline training, we draw M samples t,b( m) uniformly from the empirical pool of parameters for action a;

to approximate L// Q%Yo 8) gy,

Regarding 9, three edge cases must be considered: (i) & including no data, (ii) 9 including little
data, and (iii) & including infinite data. In case (i), where no data is available, Qy cannot be trained.
Hence, data must be collected by random exploration or through sampling state transitions from the
domain. Case (ii) describes the normal operation of GCM-DQN. We note that the higher the variance
in the dataset, the better the approximation of Qp to the real Q. Case (iii) describes a special case, where
all data are available. Given a large enough 6, this allows Qp to fit Q exactly.

4.3. Gradient-based Parameter Estimation

For finding the optimal parameters for an action in a given state, we propose to leverage on the
differentiability of the DQN and use gradient ascent in a nested optimization loop for finding optimal
parameters for a given action (cf. Equation 12). Therefore, we introduce the paramO pt algorithm, which
draws inspiration from [24] and its applications in [9, 8].

The idea of paramOpt is to use the same algorithm, which is used to adapt the weights of Qp during
training, for finding the optimal action-parameter tuples during execution. However, instead of op-
timizing the weights of the Oy, we optimize the parameter component ¥ of its input. Therefore, we
initialize the parameter component ¢ with a guess 1,0 e.g., random numbers, zeros, or values from 2.
After calculating Qy(s, a, ¢ g), we use backpropagation to derive the gradient with respect to 1// allowing
us to use gradient ascent with a learning rate f to update lﬁ in a direction which increases the Q-value.
The optimization stops after the updates of the Q-value, A, fall below a threshold  returning the last

update of l/; as §/*. Algorithm 2 summarizes our parameter estimation loop through input optimization.

Algorithm 2: PARAMOPT Gradient-Based Parameter Optimization

Require:s,a, g // state, action, goal
Oy // goal-conditioned DQN
p // learning rate
¢ // stopping threshold
§/ « init() // initial guess
1 Ag < 400

9 Q(prev) « —o0
3 while Ap > ¢ do

4 8y < VyQu(s, a,tﬁ g) // backprop wrt. parameters
5 l} « clippy, inas] (lﬁ +Bgy) // projected gradient ascent
6 0  Oy(s,a, 1,0 g) // caclulate action value

- AQ - Q(val) _ Q(prev)
s Q(prev) - Q(val)

o return y* <« 1/ // optimized parameter

As we are using gradient ascent as optimization algorithm over the DQN, we cannot guarantee
to find the true global optimum ¥*. This is due to the non-convex shape of Qy. The result of the



optimization hence can be strongly dependent on the initialization of lﬁand the learning rate f. As there
are different options for initialization, e.g., zeros, ones, or random numbers, we suggest incorporating
prior knowledge from the dataset, in the form of estimators like the mean over observed parameter
settings as starting guesses.

Additionally, parameters are typically bound to value ranges, e.g., a temperature cannot fall below
0 Kelvin. To incorporate this, we use projected gradient ascent [25] during optimization, effectively
clipping values that exceed the bounds. As one naive solution for retrieving the bounds, we suggest
iterating through the dataset & and collecting minima and maxima of each parameter.

4.4. Learning State Transition Dynamics

In real-world planning problems, directly interacting with the planning domain to predict action
effects is rarely possible or prohibitively expensive [12]. Hence, planning requires a model of the
state transition dynamics [1] which maps a current state s; and parameters ¢; to a successor state.
In deterministic domains this is a function f(s;, ) = s;1 (cf. Eq. 5); in probabilistic domains it is a
conditional distribution p(s;yq | s, ¥4) from which s, is sampled (cf. Eq. 4).

Following the modular per—action factorization of PAMDP dynamics (cf. Eq. 3), we learn one
transition model action, # = { fak},lf:l, each predicting the next state for action a; given (s;, ;). Thereby,
we use the same dataset &, which is also used for training the DQN.

We propose to capture the stochasticity of probabilistic planning domains with a novel conditional
latent-variable state transition model, inspired by [26]. Thereby, each per-action model comprises an
encoder e, and a decoder dj. part.

During training , the encoder processes the input s;, 4, and s,  into the parameters pand o of a latent
posterior g,(z|s;, s;11, ). Using the reparametrization trick, it samplesz = p + 0 @€, €~ AH(0,1).
The decoder d reconstructs s;,; from s;, ¢4, and z under a standard normal prior py(z) = A4°(0,I). As
training criterion, we minimize the negative Evidence Lower Bound,

< = _q (Z‘SIE‘ l//)[log Pa(sr1lse i 2)1 + Dir.(qe(zlss si115 ¥l pa(2)), (17)

where Dk, denotes the Kullback-Leibler divergence.

During planning , the encoder is discarded and only dy is further used. Given the current state s; and
parameters ;" (estimated with paramOpt), we draw z ~ #°(0, ) and decode samples §,1 = di(s;, Ui, 2).
Boundaries and non-permissible states can be detected by analyzing the scalar variance var of §t(-’?1
when sampling the z vector n times:
1 o .G 1w
var= —— Y5 - 5alt s == 60, (18)
n-1i3 niz

A high variance indicates a high predictive uncertainty in §, ;, which indicates boundaries or non-
permissible states, like obstacles.

For deterministic domains, the stochastic latent z can be omitted and di reduces to a standard
Multilayer Perceptron.

5. Evaluation

We evaluate our GCM-DQN algorithm empirically against offline versions of state-of-the-art baselines
for planning in parametrized action spaces [4, 6]. As performance metrics, we use the rate of successfully
solved planning problems from a set of unseen planning problems. Therefore, we used domains with
navigation problems and domains from the international planning competition’s (IPC) reinforcement
learning track [27] (cf. Figure 4). We hypothesize that (H1) GCM-DQN shows a higher performance



than the baselines, when trained on the same limited dataset of plans 2, and (H2) GCM-DQN longer

maintains a higher performance than the baselines, when systematically reducing the number of samples
in 9.

5.1. Experimental Setup

For setting up our experiments, we follow the experimental design guidelines for empirical Machine
Learning research by Vranjes et al. [28]. We generate samples for the datasets & by running either
an A* search or JaxPlan [29] for randomly initialized planning problems of the chosen planning
domains. We used Optuna [30] for hyperparameter optimization of GCM-DQN and the baselines
to allow for a fair comparison. We repeated all experiments on eight different seeds to rule out
lucky initializations. All code and datasets for replicating the experiments can be found under https:
//github.com/j-ehrhardt/gecmdqn. We used the following planning domains for evaluation:
Navigation Domains The navigation domains feature two-dimensional path finding problems in a
continuous space with obstacles. The goal is to find a sequence of actions that lead from the start state
to the goal state. There is a set of four actions - up, down, left, right - in which each action can be
augmented with a plus minus ten-degree tilt. The step-width is fixed and collisions with the obstacles
are forbidden. The planning problems are non-trivial, as the reward function is sparse and planners
need to deal with linear and non-linear obstacles.

IPC Domains The IPC domains feature domains from the International Planning Competition’s
Probabilistic and Reinforcement Learning Track from 2023 [27]. We picked the reservoir, powergen
and HVAC domains.

Figure 4: Evaluation domains from left to right Navigation Domains: Circle-domain, cross-domain, bars-

domain, squeeze-domain (Exemplary start states are green and exemplary goal states are red). IPC Domains:
HVAC-domain, PowerGen-domain, Reservoir-domain.

While the navigation domains have a stronger focus on the combinatorial aspect of finding a correct
action to solve the planning problems, the IPC domains emphasize stronger on finding the correct
parameters. As it is highly unrealistic that a learning algorithm on a scarce dataset & could match the
classical evaluation metrics like optimality, soundness, efficiency, and completeness', we chose the
planning success rate p, describing the number of successfully solved planning problems from a set of
unseen test planning problems.

As baselines we used P-DON [6] and P-DDPG [4] from literature, as, to our knowledge, there are no
offline Reinforcement Learning algorithms for solving planning problems in PAMDPs. While P-DDPG
is a policy based approach which is trained in an actor-critic setup [4], P-DQN is closer related to our
approach using a DON for evaluating different action-parameter tuples. However, instead of finding
optimal parameter values via gradient-based search, it uses a Neural Network as heuristic for suggesting
parameter values [6]. We transferred both baselines in an offline setting, using Conservative Q-learning,
Hindsight Experience Replay, and potential-based shaping as for our algorithm.

'As our algorithm is grounded in the Bellman Equation, its solutions will converge to optimal, sound, and complete results
with an infinitely large dataset 2. However, this is not its operational scenario. We hence do not consider very large datasets
for evaluation.
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Table 1

The table shows the mean success rate p+ standard deviation across eight seeds for our GCM-DQN algorithm

and the baselines over different navigation and IPC planning domains.

domain name

P-DQN [6]

P-DDPG [4]

GCM-DQN (ours)

navigation — bars
navigation — circle
navigation — squeeze
navigation — cross

IPC - HVAC - instance0
IPC — HVAC - instancel
IPC - HVAC - instance2
IPC — HVAC - instance3
IPC — PowerGen - instancel
IPC — PowerGen - instance2
IPC - Reservoir — instancel

0.7852 + 0.2063
0.8466 + 0.1579
0.5351 +£ 0.1624
0.7405 + 0.1203
0.1484 + 0.2209
0.5029 + 0.0058
0.4472 £+ 0.0055
0.1171 £ 0.0011
0.0000 + 0.0000
0.0000 + 0.0000
0.0009 + 0.0027

0.1952 + 0.0049
0.0653 + 0.0053
0.1326 + 0.1429
0.0680 + 0.0165
0.6045 + 0.2212
0.5410 + 0.0354
0.4492 + 0.0072
0.1221 + 0.0058
0.3691 + 0.1268
0.0000 + 0.0000
0.5918 + 0.1398

0.7922 + 0.1141
0.9375 + 0.0250
0.9405 + 0.0308
0.8497 £ 0.1171
0.6669 + 0.1687
0.5273 + 0.0239
0.4492 + 0.0055
0.1299 + 0.0102
0.2910 + 0.0147
0.1171 + 0.0263
0.6796 + 0.1048

5.2. Evaluating the Planning Performance of GCM-DQN

For evaluating the performance of GCM-DQN in comparison to the baselines, we created a training
dataset 9 of 128 solved planning problems and a test dataset of 100 solved problems per domain. We
ran a hyperparameter search with 64 trials for each algorithm and domain and subsequently tested each
algorithm with the best hyperparameter setup on eight different seeds, to rule out lucky initialization.
The results are reported in Table 1.

We hypothesized that GCM-DQN shows a higher performance than the baselines, when trained on the
same limited dataset 2. For the navigation domains, our results indicate that GCM-DQN shows a higher
mean planning success rate over the eight different seeds than the baselines, when trained on a limited
dataset of 128 plans. For the IPC domains, either P-DDPG or GCM-DQN show the highest performance,
with only narrow differences. As the IPC domains have a stronger emphasis on the parametrization
than on the combinatorial action selection it is expectable that the Actor-Critic approach performs well
in the IPC domains, while underperforming in the navigation domains. Overall, all algorithms show
declining performance with increasing complexity of the planning domains. Yet, our GCM-DQN shows
the most stable results, in comparison to the baselines.

5.3. Evaluating the Planning Performance of GCM-DQN on Succeedingly Scarce
Data

The application scenario for GCM-DQN is planning under circumstances where only little data is
available and interactions with the environment are not possible. For evaluating the behavior of GCM-
DON on scarce data, we trained the GCM-DQN and the baselines on succeedingly less samples in <.
Therefore, we created subsets of & containing {64, 32, 16, 8,4, 2} samples and trained GCM-DQN and
the baselines on the hyperparameter settings from above. For each algorithm and dataset, we repeated
the procedure on eight different seeds. Figure 5 shows the results for the navigation and IPC domains.

We hypothesized that GCM-DQN maintains a higher performance under progressive sample reduction
compared to the baseline methods. For the navigation domains, we mostly could confirm this. GCM-
DON shows an increase in planning success rates, when increasing the number of plans in the training
dataset. In the navigation domains, GCM-DON gets overtaken by P-DQN in the lower sample area of
the circle domains and the very closely in the higher sample area of the bars domain. Yet, it shows
in general lower variance across the seeds, suggesting a more stable outcome. In the IPC domains,
GCM-DOQN and P-DDPG are consistently strong and stable, with an exception for GCM-DON in the
reservoir domain, while P-DQN performs low. Overall, GCM-DOQN tends to improve, sometimes sharply
in the higher sample area, while P-DDPG is competitive but more variable. P-DQN underperforms
across the IPC domains.
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Figure 5: The figure shows the planning success rate for the navigation and IPC domains, when altering the
number of plans in the training dataset. We repeated the experiments on eight different seeds. The shaded areas
show the variance of the differently seeded runs.

6. Discussion

In the following, we discuss the findings from our Evaluation Section 5. We place special emphasis
on discussing architectural limitations of GCM-DQN, the distributional shift of & to the application
scenarios, and the implications of aleatoric uncertainty from latent factors in the planning domains.

Architectural Limitations of GCM-DQN Given the architecture we chose for our GCM-DQN
algorithm, there are inherent limitations. Our gradient-based paramO pt function for estimating the
parameters for actions can converge to local optima in the Q-function. Especially in complex, non-convex
Q-functions, this poses a serious problem. Mitigation strategies could include ensemble approaches with
differently seeded optimizers, multi-start optimization with different initial guesses, or a combination of
both. Additionally, in essence, our GCM-DQN algorithm is one-step greedy (though implicitly operating
on the expected returns of the DQN). Especially for domains in which long plans are necessary to
reach a goal, the sparse reward signal of training data might lead to wrong results. Using the transition
model for look-ahead methods, like Monte Carlo Tree Search, might result in better performance of the
planner. Alternatively, a hierarchical perspective where GCM-DQN plans between intermediate goals
might lead to increased performance with longer plans. As some hyperparameters, e.g., the @ weight
of Conservative Q-Learning or the number of Conservative Actions Samples, have a strong impact
on the performance and stability of the planner, including them as parameters in the training loop to
dynamically adapt the conservatism or data augmentation level of the model during training, might be
a future improvement.

Data Quantity and Diversity The quantity and diversity of the training data in the training dataset
2 had a significant impact on the performance of the tested algorithms. Our results support the intuition
that more and diverse data improves the approximation of the true Q-function and true transition
dynamics. The planning success rate of our GCM-DQN algorithm continuously improved as the number
of plans in & increased. All methods struggled in scenarios where only few samples in the training
dataset were available. We deliberately focused on scarce data scenarios in our evaluation, as they
reflect the real-world application of planners, where collecting more data and an interaction with the
environment is prohivitively expensive. In this context, including Conservative Q-Learning an and
Hindsight Experience Replay as mitigations for scarce data was important. Even though Hindsight
Experience replay did not raise the mean planning success rates, it reduced the outcome variability
and thus improved the reliability of GCM-DQN on small data. This implies that when working with



scarce data and the performance is insufficient, adding additional data to 2 may be more effective than
tweaking the algorithms in isolation.

Distributional Shift in Offline Reinforcement Learning One of the core challenges in Offline
Reinforcement Learning is the distributional shift between the training data and application scenarios
[12]. Especially in the context of planning, the planner is likely to encounter state, action, parameter
combinations that lie outside the support of the training data, which can lead to extrapolation errors. We
mitigated this risk, using three mechanisms from the Offline Reinforcement Learning literature: Using
Hindsight Experience Replay [16], Conservative Action Sampling [23], and Conservative Q-Learning
[17]. Our results indicate that all measures improved training stability and planning performance.

Aleatoric Uncertainty from Latent Factors in the Planning Domain Real-world application
scenarios for planners, e.g., industrial processes often show hidden factors and randomness that offline
training cannot fully predict. Le., in a manufacturing domain, tool wear out can alter a system’s
dynamics, introducing aleatoric uncertainty. Though our GCM-DQN approach attempts to accommodate
stochasticity in its state transition models, systematic latent factor shifts over time will lead to mis-
predictions of future transitions as the underlying transition dynamics changed. This limitation,
however, is not unique to our approach but shared by all offline learning methods. Mitigating it could
involve a periodic re-training with "fresh” data or designing the model to model these factors explicitly
or in latent variables.

Evaluation Fairness of Offline Baselines Finally, we discuss the evaluation fairness of the employed
baselines. The employed baselines P-DDPG [4] and P-DQN [6] were originally designed for online
Reinforcement learning, where extensive interactions with the environment shapes the policy and
DQNs. Conversely, we evaluated them in an offline setting. However, to ensure a fair evaluation with
our GCM-DON algorithm, we adapted both baselines to the offline setup, by incorporating the same
techniques that we used in GCM-DQN to improve the training performance of the models. Namely, we
used the same state transition models, Conservative Q-Learning, Hindsight Experience Replay, and
Conservative Action sampling, creating a common and fair ground for evaluation.

7. Conclusion & Outlook

In this paper, we introduced the Goal-conditioned Model-augmented DQN algorithm (GCM-DQN), a
model-augmented Offline Reinforcement Learning algorithm for planning in parametrized action spaces,
where no model of the planning domain and only a limited dataset of recorded plans are available.
GCM-DOQN tackles three central challenges of planning with Reinforcement Learning in parametrized
action spaces: (i) infinite branching of action-parameter tuples, (ii) goal-dependent reward functions,
and (iii) substituting domain interactions with a model during planning time. To address the challenges,
we introduce paramOpt, a novel gradient-based optimization algorithm over the DQN for finding the
optimal parameters for an action in a state, a goal-conditioning of the DQN that allows for planning
with changing and sparse reward functions, and a novel state transition model that allows to capture the
inherent uncertainty in stochastic of probabilistic planning domains. We evaluate GCM-DQN against
offline versions of two closely related algorithms. GCM-DQN shows significantly higher performance
than the baselines, especially in data scarce scenarios. Future work will include the refinement of
GCM-DOQNs architecture and its application on real-world industrial planning scenarios.
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