
Deflating Mass-Surveillance Attempts in the Post-Snowden
Era: Publicly-Traceable Conditional Decryptions
Francesco Bruschi1, Marco Esposito2, Andrea Rizzini3 and Ivan Visconti4

1Politecnico di Milano, professor and researcher at DEIB department
2Politecnico di Milano, PhD student at DEIB department
3Politecnico di Milano, PhD student at DEIB department
4Sapienza Università di Roma, professor and researcher at DIAG department

Abstract
This paper presents the notion of conditional backdoor, a cryptographic paradigm that enables transparent,
verifiable access to encrypted data based on predefined conditions. It replaces traditional backdoors with secure,
auditable mechanisms leveraging witness encryption and blockchain-based enforcement. By treating lawful access
as a computable predicate, the model aligns privacy preservation with regulatory compliance and accountability.
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1. Introduction

The concepts of privacy and security are intimately related. Throughout history, this relationship has
permeated philosophical, sociological, technological, and political discourse, evolving across multiple
domains of inquiry. Ancient societies viewed privacy primarily as personal autonomy and solitude,
whereas security emphasized protection from external threats to the public and the individual alike
[22, 28]. As technological capabilities for surveillance and mass communication evolved, privacy
came to denote the state in which personal information remains concealed. Security, in turn, has
come to refer to the tools and mechanisms that safeguard this state. From this perspective, security
becomes the enabler of privacy: to keep something private is to secure it from unauthorized access.
At its most extreme, security implies complete opacity—shielding not just information, but the very
fact of its existence. Treating personal data as a secret implies that it might be disclosed to trusted
others—while simultaneously raising the specter of disproportionate control and surveillance by those
entrusted with maintaining that security [20]. As the second quarter of the 21st century approaches,
the growing prevalence of cyber warfare, state-backed terrorism, and transnational criminal networks
has compelled the European Union and its partners to pursue coordinated multilateral efforts to harden
digital infrastructure across jurisdictional boundaries [8]. These efforts unfold in the aftermath of
the post-9/11 U.S. policy era [24], during which the “nothing to hide” narrative framed privacy and
security as inherently conflicting objectives. More recently, this binary trade-off model has been
critically re-evaluated to avert unnecessary compromises of fundamental rights [27]—rights that remain
at the normative core of the EU’s legal order [16]. This reconsideration found partial legal articulation
also in the USA, which curtailed aspects of bulk metadata collection and signaled recognition that
unchecked surveillance erodes civil liberties [23]. Yet this recalibration was not a universally shared
legal or normative shift. Around the same period, the UK enacted the IPA [25]—building upon the
RIPA [26]—which expanded state powers through mandated bulk data collection and introduced the
controversial “double-lock” authorization mechanism, combining ministerial approval with judicial
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oversight for surveillance warrants. In parallel with these regulatory developments, attention has
turned to the means by which fundamental rights—particularly the right to privacy—can truly be
preserved. Privacy-preserving technologies represent a second axis of this debate, revealing how
security and privacy can be orthogonal rather than oppositional [21]. Encryption, in particular, has
exemplified this relationship for decades. It enables the construction of secure systems that do not rely
on centralized trust or discretionary access controls, but rather on asymmetric capabilities grounded in
formal adversarial models [6]. In other words, modern cryptography rearranges power by putting ”the
knife in users’ hands”: even individuals with limited computational resources can encrypt messages
that remain secure against any realistic adversary, including those with nation-state capabilities [17].

Our contribution. We consider the notion of conditional backdoor and explore its role in regulating
access to encrypted data. We treat identifiability as a special case where decryption reveals the subject’s
identity, and we frame this within a cryptographic threat model involving authorized and adversarial
entities. We further formalize the requirement that decryption must leave a verifiable trace, and
investigate whether current or emerging technologies can enforce access conditions while preventing
undetectable decryption. Finally, we discuss the potential of identifiability as a compliant-by-design
approach to lawful access, like in the context of KYC frameworks.

1.1. The “good” backdoor problem

Criminal and terrorist networks have adapted quickly to digital tools, now coordinating through
encryptedmessaging apps rather than physical meetings [5]. This shift has promptedmany governments
to pursue new regulations for lawful access. Yet encryption schemes like AES produce ciphertext
indistinguishable from random noise. This makes it technically and legally questionable to assume
the presence of encrypted content based solely on its appearance—yet some legislative frameworks
implicitly rely on this assumption when mandating key disclosure under penalty. How can one be
compelled to decrypt something that cannot even be proven to be ciphertext? A possible answer lies
in anamorphic encryption [15], which allows users to embed a hidden additional plaintext to a regular
plaintext into a ciphertext, disclosing only the regular one under coercion. This technique essentially
involves hiding a plaintext—an approach that is generally steganographic in nature and can be trivially
implemented whenever sufficiently long random strings can be exchanged. In fact, encryption schemes
like AES have pseudorandom ciphertexts that can therefore replace random strings wherever they are
used. Even the popular TLS protocol includes random strings exchanged by client and server. Moreover,
invoking such techniques may backfire: in adversarial jurisdictions, the mere availability of alternative
decryption paths could be treated as intent to obstruct justice or grounds for escalated penalties. To
frame the broader problem, we denote by 𝐷 a hypothetical universal decryptor enabling lawful access
to protected data. 𝐷 is not a technical artifact per se, but a policy ambition that could be instantiated in
multiple ways—for example:

• Imposing key length limits, making ciphertext breakable with sufficient computational resources
(though not necessarily only by authorities);

• Mandating key escrow, e.g., publishing encryption keys encrypted under the authority’s public
key.

In either case, implementation depends on user cooperation, which might be legally enforced but cannot
be cryptographically guaranteed. Without such collaboration, 𝐷 remains aspirational. Focusing on the
escrow model, these systems grant authorities two problematic powers:

1. Arbitrary decryption: Once in possession of the private key, authorities can decrypt data uncondi-
tionally, regardless of legal conditions or time constraints.

2. Invisible access: Decryption leaves no forensic trace—no cryptographic signal that access has
occurred, nor any evidence enabling attribution. The process is opaque and unaccountable by
design.



Even assuming trustworthy governance, these issues persist. A system cannot be secure only because
its current administrators are benevolent [19]. Insider abuse, data leaks, and political regime change all
undermine the viability of a “good” backdoor. Historically proposed mechanisms such as key escrow
or mandated backdoors have consistently introduced structural vulnerabilities [1, 3]. They either
centralize risk or embed opaque override channels that become attack surfaces in their own right.

A more robust direction may involve designing access mechanisms that are verifiable, conditional,
and publicly auditable. Traditional architectures are fundamentally ill-suited for this task. By contrast,
public blockchains offer immutable ledgers, decentralized enforcement, and consensus-based logic that
could, in principle, condition decryption on observable public events. While this does not yet resolve
the problem, it meaningfully shifts it—from silent institutional override to accountable cryptographic
access.

2. Framework analysis

Privacy is often framed as a tradeoff between control and access, but in technical systems, we can
formalize it more rigorously. We start by defining strong privacy as a set of enforceable and composable
guarantees that resist unauthorized access not through trust or policy, but through cryptographic
hardness and public verifiability. A central motivation for strong privacy is compliance—not merely as
conformity to regulation, but as the capacity of a system to provably uphold constraints on data access.
This is especially salient when identification or attribution is involved. It entails lawful, auditable,
and minimally identifying access, consistent with the principle of contextual integrity, where privacy
violations arise when information flows deviate from role- and context-specific norms [14, 2]. We say a
system offers strong privacy if it satisfies the following high-level properties:

1. Semantic security: Observing outputs—whether ciphertexts, sanitized statistics, or intermediate
states—should not allow an adversary to infer protected information significantly better than
without such access.

2. Quantifiable risk: The system defines a measurable and enforceable risk model. Depending on
the context, this may take the form of statistical guarantees, computational indistinguishability,
or incentive-compatible deterrents (e.g., economic penalties or game-theoretic disincentives).

3. Auditability: Every authorized access to protected data—whether through decryption, query
execution, or statistical release—must be observable and attributable within the system’s trust
and threat model.

4. Temporal resilience: Privacy holds not just at time 𝑡0 but remains robust as auxiliary information
accumulates. Strong privacy anticipates 𝑡1 > 𝑡0 scenarios, including AI inference, metadata
leakage, or post-quantum cryptanalytic advances.

By contrast, we argue thatweak privacy systems rely on institutional trust, discretionary enforcement, or
static policy assumptions that cannot be computationally or statistically enforced. Such systems include
traditional access control regimes, opaque statistical disclosure frameworks, and “good” backdoor
proposals (see Section 1.1) that assume trustworthy governance. Privacy thus becomes a question
of who can decrypt, under what conditions, and with what accountability. Next, we explore technical
mechanisms that offer fine-grained, programmable control to realize the above guarantees.

2.1. Properties of Conditional Backdoors

We consider a class of access mechanisms—conditional backdoors—relevant to systems where strong
privacy is realized through encryption-based enforcement. The goal is to enable access to encrypted
content under precisely defined and publicly verifiable conditions. These mechanisms operate within
our broader framework of strong privacy (Section 2), but introduce additional structural constraints
centered on conditionality and auditability.



Definition 1 (Conditional Backdoor). A conditional backdoor consists of algorithms and protocols
enabling a designated authority 𝒜 to decrypt a ciphertext 𝑐𝑡 if and only if it knows a witness 𝑤 such
that 𝑃(𝑠, 𝑤) = 1, where 𝑠 encodes the access conditions specific to the user who encrypted the data (e.g.,
derived from a blockchain state root representing a judicial authorization for that particular user), and
𝑃 is an efficient relation. The intent of decrypting must leave a publicly accessible trace certifying the
attempt to access 𝑐𝑡. This attempt, if legitimate, will participate in the generation of 𝑤.
Since in this paper we are only presenting some initial results of our ongoing research, we will present
informal definitions only. We list now desiderata:

1. Conditionality: 𝒜 can decrypt a ciphertext 𝑐𝑡 if and only if 𝑃(𝑠, 𝑤) = 1 and 𝑤 is known to 𝒜.
The relation 𝑃 must encode lawful access conditions. The condition must be:

• Expressive, allowing for composable logic (e.g., time locks, multi-party authorizations).
• Publicly decidable, enabling anyone to check whether the decryption condition has been
met.

2. No Arbitrary Access (Admissibility): There must exist no efficient algorithm 𝒜 ∗, even collud-
ing with infrastructure operators (e.g., cloud storage providers) and the authority that enables
decryption without knowing a witness 𝑤 satisfying 𝑃(𝑠, 𝑤) where 𝑠 is the condition considered
when the ciphertext was computed.

3. No Silent Access (Auditability1): To enable the decryption of 𝑐𝑡 originally encrypted for a
condition 𝑠, the authority 𝒜 must publicly leave a trace and this will lead to the generation of 𝑤
such that 𝑃(𝑠, 𝑤) = 1.
The goal is to ensures the request of the authority be:

• Detectable: Any concrete decryption capability must be publicly known.
• Timestamped: The trace associated to the request includes a verifiable timing of the
request.

• Attributable: The trace of the request identifies the requester.

4. Robustness (resilience to state manipulation): An efficient malicious 𝒜 must not be able
without a publicly observable trace to compute 𝑤 such that 𝑃(𝑠, 𝑤) = 1 and 𝑠 is the condition that
a user used to compute the encryption.

2.2. Conditional backdoors via witness encryption

We now discuss a direction that can lead to the construction of a conditional backdoor framework using
some cryptographic tools. Given the properties of strong privacy in Section 2, a canonical approach is
to enforce access through public predicates over verifiable states. The seemingly natural cryptographic
tool for this purpose is witness encryption (WE) [9]. In this setting, the access policy is encoded as a
predicate 𝑃(𝑠, 𝑤), where 𝑠 is a public statement describing a verifiable condition (e.g., a court permission
event has been recorded or the time-lock delay has elapsed), and 𝑤 is a witness proving that statement 𝑠
holds. WE enables the ciphertext to remain undecipherable until such a statement becomes true (i.e.,
until a witness exists proving the statement holds).

Witness Encryption Preliminaries. We briefly recall the notion (from Definition 3.1 in [9]) of
witness encryption for an NP language 𝐿 with corresponding witness relation 𝑅. A WE scheme consists
of two algorithms:

• WE.Enc(1𝜆, 𝑠, 𝑚): Takes a security parameter 1𝜆, a statement 𝑠, and a message 𝑚, and outputs a
ciphertext 𝑐𝑡.

• WE.Dec(𝑐𝑡 , 𝑤): Takes a ciphertext 𝑐𝑡 and a witness 𝑤, and outputs a message 𝑚 or ⊥.
1In practical implementations, the trace might be initially visible only to designated auditors, with public disclosure mandated
after a fixed delay Δ. However, this weakens the ”No Silent Access” guarantee during the interval [𝑡, 𝑡 + Δ].



Correctness. For any security parameter 𝜆, for any 𝑚 ∈ ℳ (i.e. message space), and for any 𝑠 ∈ 𝐿 such
that 𝑅(𝑠, 𝑤) holds, we have:

Pr [WE.Dec (WE.Enc(1𝜆, 𝑠, 𝑚), 𝑤) = 𝑚] = 1 − negl(𝜆)

For simplicity we will sometimes omit the security parameter. For technical reasons we will need a
stronger form ofwitness encryption (i.e., extractable) and that for the sake of simplifying the notation this
will remain implicit. In our construction, we instantiate WE where the witness relation 𝑅 corresponds to
our predicate 𝑃. Thus, WE.Enc(𝑠, ⋅) encrypts under statement 𝑠, and decryption succeeds when provided
a witness 𝑤 such that 𝑃(𝑠, 𝑤) = 1.

Construction 1 (Instantiation viaWE). We say that a ciphertext 𝑐𝑡 = (𝑐𝑡1, 𝑐𝑡2) from user 𝑈𝑖 is conditionally
backdoored if:

• 𝑐𝑡1 = WE.Enc(𝑠𝑖, Enc(𝑝𝑘aid, 𝑘)) is a witness–encryption of Enc(𝑝𝑘aid, 𝑘) under the predicate
𝑃(𝑠𝑖, 𝑤), where 𝑠𝑖 is the user–specific statement and Enc(𝑝𝑘aid, 𝑘) is a public-key encryption of a
fresh symmetric key 𝑘 under the authority’s public key 𝑝𝑘aid;

• 𝑐𝑡2 = Sym.Enc(𝑘, 𝑚) is a symmetric encryption of message 𝑚 under key 𝑘;
• Decryption of 𝑐𝑡 is computationally feasible if and only if the decryptor possesses both:

1. A witness 𝑤 such that 𝑃(𝑠𝑖, 𝑤) = 1 (for this specific user 𝑈𝑖), and
2. The secret key 𝑠𝑘aid corresponding to 𝑝𝑘aid.

Notation.

• 𝑝𝑘aid / 𝑠𝑘aid — public/secret key of the (single) authority aid;
• 𝑠𝑖 — public statement bound to user 𝑈𝑖 (e.g. “there exists a finalised block from a checkpoint such
that a storage slot contains an authorization for 𝑈𝑖”);

• 𝑃(𝑠𝑖, 𝑤) — predicate expressing the decryption policy for 𝑈𝑖.

Remark 1 (Concrete instantiation of the predicate). In practice, one can instantiate the pair (𝑃, 𝑤) as
follows.
Statement. Let 𝑢𝑖𝑑∶= ID(𝑈𝑖), we write

𝑠𝑖 = (𝐵, 𝑠𝑙min, aid, 𝑢𝑖𝑑, ℎ) ,

where 𝐵 is the canonical blockchain prefix observed at encryption time, 𝑠𝑙min is the minimum slot index
from which the access request may appear, aid identifies the requesting authority, 𝑢𝑖𝑑 is the target user
identifier, and ℎ is a commitment to the access-request details.
Witness. Let

𝑤 = (𝜎aid, 𝜋 , 𝜏 ) ,

where 𝜎aid is a valid signature by aid on the request, 𝜋 is a proof of legal authorisation (e.g. a signed
court order or a Merkle inclusion proof within an authorisation registry), and 𝜏 is the on-chain transaction
identifier logging the request.
Predicate. 𝑃(𝑠𝑖, 𝑤) = 1 iff

1. an on-chain transaction 𝜏 exists in 𝐵 at slot 𝑠𝑙 ≥ 𝑠𝑙min, signed by aid, requesting access to 𝑢𝑖𝑑’s data
and embedding ℎ;

2. 𝜎aid verifies under 𝑝𝑘aid;
3. 𝜋 attests that aid was legally authorised before slot 𝑠𝑙 (e.g. via a prior court-order transaction or a

registry inclusion proof).

All checks are polynomial-time, hence 𝐿𝑃 = { 𝑠𝑖 ∣ ∃𝑤 ∶ 𝑃(𝑠𝑖, 𝑤) = 1} lies in NP.

The explicit presence of 𝑝𝑘aid guarantees that, even when 𝑃 is satisfied and anyone can open the witness
encryption, only the authority holding 𝑠𝑘aid can ultimately recover 𝑚 (see decryption below). Moreover,
the user-specific component 𝑢𝑖𝑑 inside 𝑠𝑖 enforces selective access: a witness 𝑤 valid for 𝑈𝑖 cannot satisfy
𝑃(𝑠𝑗, 𝑤) for any 𝑗 ≠ 𝑖.



Encryption algorithm.

1. Key encapsulation: Compute 𝑐𝑡𝑘 = Enc(𝑝𝑘aid, 𝑘) and then

𝑐𝑡1 = WE.Enc(𝑠𝑖, 𝑐𝑡𝑘).

2. Data encryption:
𝑐𝑡2 = Sym.Enc(𝑘, 𝑚).

The resulting output is:
𝑐𝑡 = (𝑐𝑡1, 𝑐𝑡2)

Decryption algorithm. Given 𝑐𝑡 and a valid witness 𝑤 for 𝑈𝑖:

1. Anyone computes 𝑐𝑡𝑘 = WE.Dec(𝑐𝑡1, 𝑤);
2. Only the authority derives 𝑘 = Dec(𝑠𝑘aid, 𝑐𝑡𝑘);
3. Recover 𝑚 = Sym.Dec(𝑘, 𝑐𝑡2).

Illustrative predicate families.

• Inclusion predicates: 𝑃(𝑠, 𝑤) = 1 if 𝑤 proves inclusion of a value in a finalised public state (e.g. a
court-signed order).

• Zero-knowledge predicates: 𝑃(𝑠, 𝑤) = 1 if 𝑤 attests, in zero knowledge, that procedural or jurisdic-
tional conditions hold.

• Temporal predicates: 𝑃(𝑠, 𝑤) = 1 if𝑤 proves that a delayΔ has elapsed since a timestamp committed
earlier on-chain.

Quantifiable Risk. As introduced in Section 2, our definition of strong privacy requires that access
violations carry measurable and enforceable consequences. In this ideal construction, the risk of
unauthorized access is quantified as a deterrence function:

𝑅(𝑃, 𝐴) = (Pr[slash(𝐴)], Cost(𝐴), Trace(𝐴))

where 𝐴 is an access attempt and 𝑃 is the governing predicate. This tuple captures: (1) the probability
that a violation is detected and punished (e.g., slashing or exclusion), (2) the economic cost imposed on
violators, and (3) the degree to which the access action is observable.
A system satisfies the Quantifiable Risk property if, for all 𝐴 ̸⊧𝑃, we have 𝑅(𝑃, 𝐴) ≥ 𝜃min for some deter-
rence threshold 𝜃min. This ensures that adversarial access becomes either computationally infeasible,
economically irrational, or publicly accountable.

2.2.1. Adversary models and assumptions

We consider PPT adversaries attempting to recover 𝑚 without proper authorization. Threats include:

• Secret forking to simulate satisfying states.
• Collusion with infrastructure (e.g., TEEs or validators).
• Exploiting improperly scoped predicates.

Our approach in the construction relies on the security of the underlying encryption schemes, and on
the fact that the public state 𝑠 is tied to a finalized, immutable source (e.g., on-chain finality). The above
can intuitively guarantee that no efficient adversary can recover 𝑚 from 𝑐𝑡 = (WE.Enc(𝑠, Enc(𝑝𝑘, 𝑘)),
Sym.Enc(𝑘, 𝑚)) unless it knows 𝑤 such that 𝑃(𝑠, 𝑤) = 1 (i.e. 𝑠 ∈ 𝐿𝑃, the NP language induced by 𝑃)
and possesses the corresponding secret key 𝑠𝑘. Using extractable witness encryption, this guarantee
is strengthened: any successful decryption implies the adversary possesses an efficiently extractable



witness2.
This framework establishes an idealized interface—decryption conditioned on arbitrary NP predi-
cates—whose security is purely cryptographic. It serves as a design target for partial realizations that
reinterpret the witness relation using time, consensus, or attestation mechanisms. We now turn to
concrete systems that approximate this ideal through engineering compromises and domain-specific
assumptions.

2.3. Workable Implementations

While the notion of WE posits a powerful ideal—encryption under the hardness of arbitrary NP prob-
lems—its realization under standard cryptographic assumptions remains elusive [9]. Most candidate
constructions rely on indistinguishability obfuscation (iO) or multilinear maps, both of which face
uninstantiated assumptions or impracticality for deployment [12]. Nonetheless, the rise of decentralized
systems has inspired alternative approaches that approximate WE under social or cryptoeconomic
assumptions, such as honest or rational majorities, or secure hardware. One system [18] uses smart
contracts and a semi-trusted committee to emulate WE via verifiable secret sharing, enforcing correct-
ness with zero-knowledge proofs and on-chain slashing. Because the security is economic rather than
cryptographic, admissibility (CB.2) is only partial: a colluding threshold of committee members can
decrypt the secret off-chain and leak it early, bypassing the on-chain predicate. Likewise, robustness
against state manipulation (CB.4) is only partial, since share censorship or a fork prior to finality can
reorder or omit the witness data and thereby satisfy—or delay—the predicate in an adversary-controlled
branch. A similar honest-majority approach underlies DPSS-based systems [11], where secrets are
stored and conditionally released via dynamic committees of blockchain miners; here, conditionality is
enforced through on-chain predicates and zero-knowledge proofs, but admissibility, auditability, and ro-
bustness (CB.2–CB.4) all remain partial, as off-chain collusion or pre-finality reorgs can still undermine
guarantees. The limitation specific to CB.4 does not apply to McFly [7]. McFly binds the ciphertext to
the public key of the committee that will exist at height ℎ + Δ, a value that becomes immutable once
block ℎ is finalized; namely, an adversary cannot craft an alternative or premature chain state without
reorganizing the chain past finality. Other related works such as[4] explores timed-release encryption as
a special case of WE, where time itself acts as the witness, using anonymous committees and PRF chains
to enable scalable and incentive-aligned disclosure. With this type of constructions, admissibility or
auditability are not fully realized: early decryption remains possible for powerful adversaries (violating
CB.2), and decryption can occur privately without leaving any public trace (violating CB.3). Unlike
classical timelocks, recent work on timestamp-hiding commitments [13] further extends this line by
using zero-knowledge proofs over incremental Merkle trees to prove time elapsed without disclosing
absolute timestamps, adding a privacy-preserving axis to delay-based WE approximations. Here CB.4
would be largely guaranteed in practice, though small timing advantages remain possible due to allowed
timestamp skew by block producers (e.g., ±13 seconds on Ethereum).
These and other constructions can be situated within a broader space of pragmatic WE approximations,
characterized by their witness models, trust assumptions, timing guarantees, and resilience to early
decryption (i.e., systems where a committee member or TEE could decrypt before the predicate is truly
satisfied). Table 1 evaluates recent implementations not only by their witness mechanism but also by
the extent to which they approximate the four cryptographic desiderata defined in Section 2.1.

2When no valid witness exists (i.e., ∀𝑤 ∶ 𝑃(𝑠, 𝑤) = 0), the witness encryption’s soundness property ensures that the ciphertext
reveals no information about 𝑚, even to computationally unbounded adversaries who do not possess 𝑠𝑘. When a valid
witness exists but the adversary does not know it, the adaptive witness indistinguishability of the WE scheme guarantees
that, even if the adversary can choose statements and make decryption attempts adaptively, it cannot distinguish which of
several valid witnesses (if any) underlies the ciphertext. For stronger guarantees, extractable witness encryption [10] ensures
that any adversary capable of breaking the encryption must possess—in an extractable sense—a valid witness, preventing
circumvention of access conditions through cryptanalytic means.



Implementation Witness Type CB.1 CB.2 CB.3 CB.4
Conditional Admissible No Silent Access No State Manipulation

Witness Encryption NP instance 3 3 3 3
TEE-Based Local attestation 3 7 Partial3 7
Optimistic PVSS [18] zk witness + committee 3 Partial 3 Partial
FaB-DPSS / eWEB [11] DPSS + on-chain predicate 3 Partial Partial Partial
McFly [7] Committee-based future event 3 3 74 3
Timed-Release [4] VDF (time delay) 3 Partial 7 3
Proof-of-Time [13] Time-withheld zk proof Partial5 3 3 Partial
Threshold Decryption6 Explicit submission 3 Partial 3 7

Table 1
Pragmatic approximations to Witness Encryption, evaluated against the formal properties of conditional back-
doors (CB.1–CB.4, see Section 2.1). A 3 indicates full support; Partial denotes reliance on external trust or
enforcement; 7 indicates the property is not ensured in the threat model.

This reclassification reveals which systems offer enforceable access control with minimal trust and which
rely on coordination, economic assumptions, or unverifiable enforcement. We argue that a promising
direction would be to combine TEEs with optimistic, on-chain enforcement to approximate all four
desiderata with minimal trust surface. In such a hybrid design, the TEE enforces conditional decryption
locally and attests to witness satisfaction, while an on-chain smart contract accepts decryption outputs
only if they are accompanied by attestations that can be challenged during a bounded dispute window.
A fraud-proof mechanism—backed by reproducible witness evaluation or replayable transcripts—would
ensure auditability (CB.3), mitigating the opacity of the enclave. By anchoring commitments and
outcomes to an append-only ledger, and requiring slashing for misbehavior, such a system could also
deter unauthorized access (CB.2) and offer partial resistance to state manipulation (CB.4), depending
on the underlying chain’s finality. Though still pragmatic, this construction would reduce reliance on
any single trust assumption and leverages hardware only as a runtime enforcement layer, bounded by
verifiable cryptoeconomic guarantees.

3. Call to action (conclusions)

This paper introduced the concept of conditional backdoor as a structured approach to reconciling
privacy preservation with the need for regulated access to encrypted data. Rather than relying on
traditional “good” backdoors often associated with unconditional and opaque access to encrypted data
by the authorities, we explored a model where access is tied to verifiable, public conditions and enforced
through cryptographic mechanisms. We have argued that embedding access logic into transparent
and auditable protocols represents a meaningful shift: from trust-based assumptions to systems where
legal and technical guarantees can coexist. The proposed framework is intended to reach a broad set of
stakeholders in the research community, from policymakers and regulatory bodies to crypto-security
engineers.
In this call to action we propose several priorities for further works:

1. Decouple access from identification, enabling data retrieval without default exposure of
personal identities.

2. Anchor access conditions to public blockchains, ensuring traceability and independent
verifiability.

3Auditability for TEE-based designs depends on external mechanisms such as host-side logging or remote attestation. No
cryptographic audit signal is emitted from the enclave itself.

4Auditability is not cryptographically enforced: a dishonest committee could collude and decrypt off-chain without leaving a
public trace. Full auditability would require protocol-level enforcement of on-chain decryption shares.

5A smart contract can enforce “access iff elapsed Δ,” but nothing prevents the committer from leaking the secret off-chain
before they submit a proof. Thus decryption would not cryptographically bound to the on-chain proof.

6Threshold-based schemes that are not anchored to a public blockchain state offer simplicity and clear conditional logic, but
they rely purely on off-chain and honest-majority enforcement. This gives only partial admissibility (CB.2), and fails to
protect against predicate forgery or state rewriting (CB.4).



3. Deploy techno-legal pilots under optimistic models with economic constraints (e.g., staking-
based enforcement).

4. Advance research and investment in cryptographic primitives supporting fine-grained, pro-
grammable access control.

5. Mandate traceable and contestable access, ensuring that every authorized action is publicly
observable and verifiable.

This shift can help rebuild trust, make oversight more transparent, and create a healthier balance
between security and individual freedoms.
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