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Abstract
In this resource paper, we present QAWiki: a multilingual, handcrafted, knowledge graph question
answering and SPARQL query generation dataset for Wikidata. QAWiki consists of 526 questions over
Wikidata, of which 518 are associated with SPARQL queries, and 8 are disambiguation questions. Each
question is presented in both English and Spanish, and includes paraphrased versions of the question, as
well as annotations of entity and relation mentions for Wikidata. The dataset is hosted in a Wikibase
instance, which allows for collaborative editing and refinement of the dataset by the community, among
other features. Further metadata include tagging questions with issues (e.g., incompleteness, imprecision,
ambiguity) as well as defining relations between questions (e.g., a question whose answers are contained
in another question, etc.). QAWiki can thus be used as an evaluation (and training) dataset for knowledge
graph question answering & query generation systems. We provide illustrative experiments over QAWiki
using GPT-4o to generate SPARQL queries over Wikidata, comparing performance with and without
passing entity mentions to the model via the prompt.

1. Introduction

Knowledge Graphs (KGs) are powerful abstractions of structured knowledge, representing
entities and the relationships between them as nodes and edges in a graph. They have found
wide application across domains such as search engines, recommendation systems, digital
assistants, and scientific knowledge management [1]. Prominent examples include Wikidata [2]
and DBpedia [3]. These graphs are typically queried using formal languages such as SPARQL,
the W3C-standard query language for RDF data. While SPARQL is expressive and precise, its
usage requires technical expertise that is out of reach for most end users.

To bridge this accessibility gap, the field of Knowledge Graph Question Answering (KGQA)
has emerged, aiming to enable users to access rich, factual, and structured knowledge via natural
language questions, without requiring expertise in formal query languages [4]. Closely related
benchmark tasks are Question Answering over Linked Data (QALD) [5], and SPARQL query
generation, which addresses KGQA by translating natural language questions into SPARQL
queries [6, 7]. Neural models for these tasks have achieved good results in handling relatively
simple questions, such as those answerable by a single triple (or a single fact/claim).
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Recent research has highlighted the growing importance of addressing complex natural
language questions that require reasoning over multiple relations, constraints, and inference
conditions [8]. However, most existing QA datasets primarily consist of simple, single-hop
questions [9], whereas real-world user queries often involve multi-hop reasoning, aggregations,
temporal or comparative logic [10, 11]; indeed, the true power of knowledge graphs lies in
being able to address more complex questions. In addition, the performance of KGQA systems
heavily depends on accurate entity and relation linking: a step that remains challenging due to
ambiguity, discontinuity, and linguistic variability, particularly in multilingual or low-resource
settings [12]. Recent evaluations have also shown that existing KGQA datasets often lack the
diversity and complexity required to support compositional or zero-shot generalization, limiting
their usefulness for training systems that can handle real-world queries [13].

To support the development of robust KGQA systems, datasets should ideally provide: (i)
gold-standard SPARQL queries for execution supervision [14]; (ii) explicit annotations of entity
and property mentions for robust linking [15]; (iii) diverse and expressive question forms,
including paraphrases and natural ambiguity [16]; and (iv) multilingual coverage [2].

In this resource paper, we introduce QAWiki: a novel, multilingual, and collaboratively-
curated dataset for benchmarking or training question answering and query generation systems
over Wikidata. QAWiki complements existing datasets by offering a rich, diverse, and extensible
collection of questions, annotated with entity and property mentions, SPARQL queries, quality
tags, and semantic relations between questions. QAWiki includes complex multi-hop questions
that require diverse SPARQL operators to represent, and explicitly tags questions with ambiguity
or incompleteness, enabling fine-grained error analysis. It further includes annotations of entity
mentions and relation mentions to help evaluate systems in more detail, and to facilitate creating
larger synthetic datasets (e.g., by replacing the entities). Its multilingual design—with parallel
questions and annotations in English and Spanish—supports comparison across languages. A
key difference to other larger datasets is that QAWiki has been almost entirely handcrafted
(periodically, over a span of more than two years) to ensure diverse, high-quality questions and
queries with human-like phrasing. Moreover, by being hosted in a publicly accessible Wikibase
instance, QAWiki supports community-driven editing, extensibility, and provenance tracking.

2. Related Work

KGQA has seen significant advancements over the past decade. Nevertheless, the datasets used
for research exhibit limitations, particularly regarding complexity, diversity and quality.

Early KGQA datasets include the following:

• WebQuestionsSP [17] and SimpleQuestions [18] provide large sets of relatively simple
question–answer pairs over Freebase.

• LC-QuAD 1.0 [19] provides DBpedia-based multi-hop questions generated using tem-
plates, and thus exhibiting limited linguistic variety.

• LC-QuAD 2.0 [7] incorporates crowdsourced natural language paraphrases over Wikidata.

Initially, most KGQA datasets were English-only, limiting accessibility. The need for broader
linguistic coverage led to the inclusion of multiple languages:



• The QALD series (e.g., QALD-7 [20], QALD-9 [5], QALD-10 [21]) introduced manual,
crowdsourced translations across various languages (e.g., English, German, Chinese,
Russian, Spanish), though often at a limited scale.

• Other datasets, such as RuBQ [22, 23] and MCWQ [24], extend language support through
automatic translation and human validation.

Several recent KGQA datasets have been developed natively over Wikidata:

• WikiWebQuestions [25]: An adaptation of WebQuestions to Wikidata, pairing natural-
language questions with SPARQL annotations. Despite its real-world question style, it
remains English-only and contains relatively simple questions.

• QALD Series (QALD-7, QALD-9, QALD-10): These benchmarks are manually curated and
multilingual. In particular, QALD-10 was built from scratch: English-language questions
were authored by proficient speakers and translated into multiple languages via native
translators. Final SPARQL queries were crafted manually by domain-aware experts to suit
Wikidata’s schema and handle its labeling inconsistencies. (These are the most closely
related datasets to what we provide; a comparison is provided later.)

• WikidataQA [26] is a small, handcrafted dataset with 100 questions and their correspond-
ing queries over Wikidata.

• SPINACH [27]: This dataset begins with real SPARQL queries harvested from Wikidata’s
“Request a Query” forum. Experts then crafted corresponding natural-language questions
that faithfully reflect each query’s intent, albeit in a more formal style than typical forum
phrasing. SPINACH exhibits high structural complexity, but is monolingual (English-only),
static, and does not include mention-level annotations.

Construction methodologies for KGQA datasets vary widely, each with trade-offs:

• Synthetic Generation: Datasets like LC-QuAD 1.0 [19], KQA Pro [28], MCWQ [24],
ComplexWebQuestions [16], and CFQ [29] are built using grammar rules or templates to
generate SPARQL queries and corresponding natural language questions. While effective
for generating large-scale data, they often suffer from lack of realism and diversity.

• Crowdsourcing: LC-QuAD 2.0 [7] and QALD-10 [21] leverage human contributors
for paraphrasing existing questions or directly translating them, ensuring more natural
language but potentially leading to inconsistent quality or scale limitations.

• Automatic Translation: RuBQ [22, 23] and MCWQ [24] use machine translation to
cover more natural languages. MCWQ mitigates translation errors via human review.

• Expert Curation: Datasets such as SPINACH [27] and parts of QALD-10 [21] involve
expert linguists or domain specialists to ensure high quality, correctness, and executable
SPARQL queries. This method typically results in smaller, but higher-quality datasets.

A critical evaluation by Jiang and Usbeck [13] of 25 KGQA datasets revealed that most
resources lack sufficient support for zero-shot or compositional generalization, often due to
template-based construction and lack of diversity. Furthermore, datasets like WebQuestionsSP
and CWQ were found to have factual correctness rates below 60%, reflecting annotation errors



and outdated knowledge graph links. A quick review of many such datasets confirms such
quality issues, where for example, in LC-QuAD 2.0, we can find many questions of a similar
form to “Where is {disciples} of {Nadia Boulanger}, which has {location of death} is {Azores} ?” [sic.]
where it seems the crowdsourced paraphrasing was not done as intended.

In contrast, QAWiki is designed to be a high-quality, multilingual, and extensible resource. It
combines expert curation with community collaboration through a Wikibase instance, includes
explicit mention-level annotations, and features both simple and complex questions with human-
like phrasing in diverse domains and of diverse forms. These design choices aim to meet the
evolving needs of KGQA research and respond directly to critiques in the literature [13]. To the
best of our knowledge, all questions and queries are handcrafted by design (the vast majority
by the authors, with some community contributions). In comparison to other datasets, we
argue that QAWiki is of higher quality and diversity, though smaller than many synthetic
datasets. However, depending on the need, QAWiki can serve as input for synthetic generation,
crowdsourcing, automatic translation or paraphrasing, etc., in order to generate larger datasets.

3. QAWiki: Resource Description

We now provide an overview of QAWiki.

3.1. Question set

QAWiki currently includes 526 hand-crafted questions, all written or paraphrased in fluent
English and Spanish (not automatically generated or translated). Of these, 8 questions are
disambiguation questions (i.e., not specific enough to have a clear intent). While the questions are
not equally distributed across categories, the set is composed of the following broad categories
based on what the question returns:

• Entity questions (“Which has the most . . . ?”, “Which is the latest . . . ?”): 77
• Entity-set questions (lists or tables of entities satisfying a condition): 284
• Numeric questions (e.g., “How many . . . ?”, “What is the average . . . ?”): 45
• Temporal questions (e.g., “In which year . . . ?”, “Since when . . . ?”): 54
• Boolean questions (“Is . . . deceased?”, “Does . . . exist?”): 35
• Miscellaneous attribute questions (measurements, identifiers, locations, etc.): 31

3.2. Multilinguality and Paraphrasing

All QAWiki questions are presented in both English and Spanish, and all questions also have
one or more paraphrased versions. Translations are intended to be idiomatic, and paraphrased
versions to be distinctive but still natural; for example:

• Label (EN): “How old was Daniel Day-Lewis when he won his first Academy Award?”
Alias (EN): “What age was Daniel Day-Lewis when he was first awarded an Oscar?”

• Label (ES): “¿Cuántos años tenía Daniel Day-Lewis cuando ganó su primer premio Óscar?”
Alias (ES): “¿A qué edad recibió Daniel Day-Lewis su primer premio Óscar?”
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Figure 1: Distribution of mentions per question

As observed here, the translation intends to be natural, not direct, where “Premio de la Academia”
in Spanish is much less idiomatic than its direct translation “Academy Award” in English, and
thus is not used in the Spanish question. Some questions are further expressed in specific
dialects where different; for example: “In which countries is Elon Musk a naturalized citizen?”
is tagged @en, while “In which countries is Elon Musk a naturalised citizen?” is also provided,
tagged @en-GB. This occurs in a handful (7) of cases. Finally, the community has provided 22
questions in Italian, and 7 in Danish. QAWiki currently contains 3,000 question forms.

3.3. Entity and Property Mentions

QAWiki includes fine-grained annotations of entity and relation mentions. These mentions are
substrings of the English or Spanish questions and paraphrases, and are manually linked to the
corresponding Wikidata identifiers: Q-IDs for entities and P-IDs for properties.

Importantly, the annotation process is independent of the SPARQL query. That is, mentions
are identified based on the natural language surface form, regardless of whether or not they are
used directly in the query. Indeed, in many cases, there may be more than one way to formulate
a query using different mentions; for example, if a question refers to the U.S. President, a query
might use the Wikidata entity President of the United States (Q11696), or might use United States
(Q30) and from there traverse the property head of state (P35) or indeed the property office held
by head of state (P1906). Mentions are thus intended to be exhaustive: overlapping entities are
included, and some entities may be annotated with several alternatives.

Property mentions are considerably more complex than entity mentions, where we thus
include a number of different types of mentions in our dataset:

• Direct: Indicates that the property is directly mentioned, e.g., “What is the population of
Qatar?” contains the direct mention “population” of population (P1082) on Wikidata.

• Inverse: Indicates that the property is inversely mentioned, e.g., “Who played Eleven in
Stranger Things?” contains the inverse mention “played” of performer (P175) on Wikidata.

• Existence: Indicates that the property has some value, e.g., “Which popes were married?”
contains the existence mention “married” of spouse (P20).



• Non-existence: Indicates that the property has no value, e.g., “Which living people have
an element named after them?” contains the non-existence mention “living” of place of
death (P20), date of death (P570), etc.

• Specific value: Indicates that the property is implicitly mentioned via a specific value, e.g.,
“Who is the drummer of the band Battles?” contains the specific-value mention “drummer”
of occupation (P106); we also indicate the value, in this case, drummer (Q386854); other
cases include gender, nationality, etc., but we exclude references to instance of (P31) and
subclass of (P279), which we assume to be so common as to be understood.

• Superlative: Indicates that the property has a superlative value, e.g., “What is the tallest
mountain in the world outside of Asia?” contains the superlative mention “tallest” of
elevation above sea level (P2044); we indicate if the superlative is a maximum or minimum.

We further capture discontinuous mentions, where the mention is split across the sentence;
for example, “Where was tellurium discovered?” involves the discontinuous mention “Where [...]
discovered" of location of discovery (P189), whereby “Where” differentiates the property
from others that indicate who discovered something, when something was discovered, etc.

In total, 5,475 mentions are annotated by hand, pointing to 1,258 distinct Wikidata identifiers:
1,038 distinct items (q) and 219 distinct properties (p). All QAWiki questions currently have
mentions for English and Spanish (if applicable). Figure 1 lists the distribution of mentions per
question. We allow questions to import mentions from another similar question to save manual
effort, which results in some questions having zero mentions.

3.4. SPARQL Queries

Each non-ambiguous QAWiki question—such that the intent is clear (518 questions in total)—is
annotated with one or more SPARQL queries that retrieve its correct answers from Wikidata.
The queries are executable, enabling both supervised training of query generation and validation
of question answering systems via their results. For example, for the question “What was the last
novel published by Harper Lee?”, we include the following query (with comments and indentation
added here for readability purposes):

SELECT DISTINCT ?sbj
WHERE { ?sbj wdt:P7937 wd:Q8261 . # form of creative work: novel

?sbj wdt:P50 wd:Q182658 . # author: Harper Lee
?sbj wdt:P577 ?obj . } # publication date

ORDER BY DESC(?obj) LIMIT 1

These queries are handcrafted. An important criterion is to formulate the query as generally
as possible for the question type. For example, for the question “Which university in Pakistan
has the most students?”, the phrase “in Pakistan” is captured with the SPARQL property path:

?sbj wdt:P131*/wdt:P17?/wdt:P30? wd:Q843

which captures a wide variety of cases, including being transitively located in the place
(wdt:P131*), with the place being a region (wdt:P131), a country (wdt:P17), or continent
(wdt:P30), etc. Thus the query will function if “Pakistan” is replaced by “Islamabad”, Asia”, etc.



Table 1

Number of queries using a particular SPARQL feature

Feature qald_7 qald_9_plus qald_10 wikiwebq spinach qawiki

SELECT 42 468 333 1885 319 483

ASK 8 39 61 0 0 35

DISTINCT 41 340 220 1885 94 205

ORDER BY 2 58 17 48 98 73

LIMIT 2 58 17 60 15 73

OFFSET 0 3 3 1 0 3

FILTER 6 45 75 70 120 56

UNION 6 16 5 4 30 3

OPTIONAL 0 0 1 0 114 7

MINUS / NOT EXISTS 1 5 9 11 60 38

BIND 0 12 34 0 43 20

VALUES 0 6 0 0 41 2

SUBQUERY 1 2 11 0 35 17

GROUP BY 3 36 95 0 62 39

HAVING 2 3 1 0 5 3

Property Paths 12 91 88 217 134 291

Recursive Paths (*,+) 4 67 36 198 105 246

Total Queries 50 507 394 1885 319 518

Compared to many other KGQA benchmarks, QAWiki exhibits a rich set of query operators,
as shown in Table 1. The average number of predicates per query is 2.95 (std. 1.84), higher than
in QALD-10 (1.84) or WikiWebQuestions (1.58), but below SPINACH (4.67). Indeed, SPINACH
has more complex queries overall than QAWiki, due to how it was generated: by taking existing
SPARQL queries for Wikidata and generating questions from them. However, this leads to
rather unnatural questions, such as “Which properties are used in claims related to items that are
public elections? Include a count of the number of times it was used.”, which are more akin to an
explanation or verbalization of a query than a question a person would naturally ask.

3.5. Quality Tags

QAWiki incorporates optional metadata in the form of quality tags, which identify issues that
may complicate question answering systems. They intend to annotate issues in questions a user
is likely to ask. For example:

• ambiguous: The question has more than one plausible interpretation or scope; for
example, the question “What is the largest country in Africa?” does not clarify if this is by
area, or by population.

• subjective criteria: The question contains non-crisp criteria; for example, the
question Which conferences focus on Machine Learning? requires a subjective interpretation
of “focus on”.

Tags are also used on queries to indicate potential issues relating to the results returned:



• incomplete: The query should be expected to return incomplete answers.
• no ties: The query uses LIMIT 1 on a superlative question, and thus will not return

ties (if any).
• controversial or unconfirmed data: The query returns answers based on uncon-

firmed information.

SPARQL queries provided in these cases aim to provide best-effort answers to the question.
The inclusion of such questions is a deliberate design choice considering that Wikidata will
not always be able to provide sound and complete results for all users’ questions in practice.
Hence we foresee that such tags can be used to flag to the user that the answers provided are
best-effort, and may exhibit the aforementioned issues.

3.6. Question relations

QAWiki further captures semantic relations between questions. Originally, this began as a way
to disambiguate questions, but evolved over time to capture more complex relations, including:

• disambiguates: A question may represent one way to disambiguate another more
ambiguous question; for example: “What is the largest country in Africa by area?” disam-
biguates “What is the largest country in Africa?”.

• broader/narrower: The results for a narrow question may be contained in those of a
broader question; for example: “Which official languages of the European Union are not
Indo-European?” is narrower than ”What are the official languages of the European Union?”.

• contingent: One question may assert an assumption underlying another; for example,
“Did Ian Curtis commit suicide?” verifies the assumption of “When did Ian Curtis commit
suicide?” (the latter is contingent on the former).

• count of/boolean of, etc.: One question might count the answers of another question,
or ask if another question has any answers; for example: “How many cities are twinned
with Port-au-Prince?” counts “What cities are twinned with Port-au-Prince?”.

We believe that these relations could be useful for evaluating the consistency of answers
generated by a system (e.g., to see if the results of a broader question are indeed contained in
the narrower question, or to see if the count question actually returns the number of results
in the base question), to train systems to detect and resolve ambiguity interactively with the
user (e.g., to suggest questions that disambiguate an ambiguous one), and to also avoid issues
relating to false premises in questions.

3.7. Implementation, Availability & Quality Control

QAWiki is hosted on a public Wikibase instance available at https://qawiki.org/, enabling users
to collaboratively extend and refine the dataset, and thus for the dataset to evolve over time.

Wikibase offers various desirable features for such a dataset, including multilingual support,
flexible schema, identifier schemes with autocompletion for editing, etc. It is also accompanied
by a SPARQL endpoint for querying and validating annotations, which proved to be very useful

https://qawiki.org/


for checking and resolving errors. In preparing this version of QAWiki, we use 14 quality-
control SPARQL queries1 to find, for example, mentions not contained in a question, Wikidata
item links that do not start with ‘Q’, Wikidata property links that do not start with ‘P’, etc.
We also employed LLMs to verify and suggest corrections for question phrasing, which were
manually reviewed and applied. We foresee that similar processes can be employed in future to
provide high-quality snapshots of QAWiki incorporating community contributions.

The dataset is already integrated into systems like Templet [30], which enables template-
based question answering over Wikidata powered by QAWiki (and its explicit entity mentions).

The entire dataset is licensed under CC0, ensuring free and unrestricted use. We provide a
snapshot (v1) of QAWiki on Zenodo corresponding to this paper [31].

3.8. Usage

QAWiki is primarily intended to support the evaluation of knowledge graph question answering
& SPARQL query generation approaches. The queries provided can be used to generate answer
sets from Wikidata for evaluating question answering. QAWiki may also be useful for training
or fine-tuning models, potentially in combination with methodologies that use QAWiki as a
seed dataset from which to synthetically generate more instances (e.g., by replacing the entity
mentions provided with parameters to create question–query templates for generating more
instances, or by using machine translation to test further natural languages, or by using LLMs
to paraphrase questions, etc.). It may also support few-shot learning or prompting.

4. Evaluation

To illustrate the utility of the QAWiki resource, we evaluate the ability of a large language model
(GPT-4o) to generate accurate SPARQL queries from natural language questions in the QAWiki
and SPINACH datasets. We further evaluate how performance improves when relevant entity
mentions from QAWiki are passed to the model.

4.1. Evaluation Measures

To quantify the quality of the SPARQL queries generated by a large language model (GPT-
4o), we might first consider comparing the predicted query against the gold standard query.
However, there is no canonical way to write a query, and the problem of deciding if two SPARQL
queries are equivalent—i.e., if they give the same results over any dataset—is undecidable [32].
In fact, even if we had an oracle for SPARQL query equivalence, it would still not suffice, as
Wikidata contains redundancy, meaning there might be several ways to achieve valid answers
via non-equivalent queries (per the U.S. President example presented in Section 3.3).

We thus rather follow the same approach proposed for SPINACH [27]: comparing the table
of results for the predicted query with that of the gold standard query. This is perhaps more
challenging than it first appears: result rows may appear in any order, queries may project a
different number of variables in a different order, etc. Furthermore, in QAWiki, unless otherwise

1See https://qawiki.org/wiki/QAWiki:Curation/Quality_Control_Queries

https://qawiki.org/wiki/QAWiki:Curation/Quality_Control_Queries


required by the question, queries return Wikidata identifiers without additional information
(which is trivial to retrieve in a later step). If the predicted query returns additional information
via projected variables about the entities (e.g., their labels), this should not affect the measure.

These issues are addressed by computing a matrix of recall values between all row pairs. Each
query yields a table of results, where each row is treated as a set of values (representing entity
IDs, literals, or labels). To compare two such tables—one for the predicted query and one for the
gold standard query—we compute a matrix of recall values between all row pairs. For a given
pair of rows (𝑔𝑖, 𝑝𝑗), where 𝑔𝑖 is a gold row and 𝑝𝑗 is a predicted row, we define recall as [27]:

Recall(𝑔𝑖, 𝑝𝑗) =
|𝑔𝑖 ∩ 𝑝𝑗 |

|𝑔𝑖|
.

Thus, extra variables with auxiliary information in predicted rows do not affect the measure.
We then compute a bipartite matching between gold and predicted rows that maximizes the

total recall using the Hungarian algorithm. The overall precision and recall are aggregated over
all matched pairs, and the final F1 score is computed as [27]:

F1 =
2 · TP

2 · TP + FP + FN
where TP is the sum of per-row recalls, FP is the number of unmatched predicted rows, and
FN accounts for unmatched gold rows and partial mismatches. We also report the Exact Match
(EM) metric, defined as 1 if the F1 score is exactly 1.0, and 0 otherwise.

A limitation of this approach is that we consider rows as sets, not tuples, which leaves open
the possibility that we consider a predicted row as “correct” if it contains the correct values but
in incorrect columns. We believe such a situation to be rare in practice (the vast majority of
QAWiki queries project one column, for example). And as aforementioned, this formulation
allows us to compare result sets even when they differ in column projections, column order
or row order, or where outputs may contain additional attributes. The evaluation is based on
the execution outputs of the queries, rather than their surface form, and is thus agnostic to
syntactic or structural differences in the queries themselves.

4.2. Experimental Setup

We evaluate the quality of SPARQL queries produced by GPT-4o on two datasets:

• SPINACH: A collection of expert-annotated complex queries.
• QAWiki: The handcrafted set of queries presented herein.

We evaluate GPT-4o under two configurations. In the Base configuration, the model is
provided only with the natural language question. In the +Linked Entities configuration (only
applicable to QAWiki), the model is also given a list of entity mentions and their corresponding
Wikidata IRIs to help formulate the query. The predicted and gold standard queries are later
evaluated over the Wikidata Query Service. To minimize potential differences stemming from
changes on Wikidata, we evaluate all queries together in the same time frame.



Table 2

Evaluation results for SPARQL query generation

Dataset Setup F1 EM TP FP FN

SPINACH Base 0.1887 0.0836 38,302.6 240,648 164,843

QAWiki Base 0.1640 0.1283 7,333.5 264,551 107,016

QAWiki +Linked Entities 0.4064 0.3327 32,714.5 34,204 81,635

4.3. Results

Table 2 presents the evaluation scores of GPT-4o across both datasets (SPINACH and QAWiki)
under two different configurations. Note that TP, FP, and FN are aggregated over all evaluated
queries and rows, rather than per question.

The results highlight several trends. First, the model performs quite poorly overall. Second,
the model achieves moderately better performance on SPINACH than on QAWiki in the Base
setting, suggesting that the latter is a more challenging dataset. Exact matches (EM) are higher
for QAWiki likely because it contains simple questions and queries alongside more complex
ones; indeed QAWiki also contains 35 ASK queries that are easier to achieve exact matches
on, while SPINACH has none. While exact matches remain low across the board, the gains
in F1 confirm that partial correctness is common: many predicted queries retrieve subsets
or supersets of the correct answers. This nuance is captured well by our measure based on
row-level evaluation. Supplying the model with linked entity information (+Linked Entities)
leads to a substantial improvement on QAWiki: F1 rises from 0.1640 to 0.4064 and EM from
0.1283 to 0.3327. This demonstrates again that entity linking/disambiguation plays a critical role
in this task, as has also been widely observed in related works on knowledge graph question
answering and query generation.

4.4. Limitations

A number of limitations of this evaluation have already been discussed, namely that (1) our
measure may count as correct a row with the correct values in incorrect columns; and (2)
evaluating queries on the live Wikidata instance may lead to results changing between query
executions. We add to this two other important limitations: (3) basing the evaluation only on
results does not consider a query getting the correct results with an incorrect query, which can
be particularly problematic in the case of ASK queries, and (4) both datasets are available on the
Web, and thus may have formed part of the training data for the model (though GPT-4o only
has knowledge up to October 2023). Addressing these limitations is left for future work.

5. Conclusion

QAWiki is an evolving, handcrafted dataset for knowledge graph question answering & SPARQL
query generation over Wikidata. It currently contains 526 questions, of which 518 questions
have associated SPARQL queries and 8 are disambiguation questions. The dataset contains rich
supporting metadata for these questions and queries, including questions in both Spanish and



English, 3,000 paraphrased question forms in multiple languages, and 5,443 annotated mentions
of entities and relations. The dataset is hosted on a Wikibase instance at https://qawiki.org/,
with a snapshot also available on Zenodo [31].

Our preliminary evaluation shows that QAWiki presents a challenging dataset, especially
when no additional context is provided. We further demonstrate that providing linked entity
information significantly improves performance, highlighting the importance of entity disam-
biguation in query generation tasks. In future work, it would be of interest to evaluate over
more models, and also to explore the trade-offs (in terms of precision, runtime, etc.) between
using a given LLM for direct question answering vs. generating a query to derive answers.

We welcome contributions from the community—by adding questions, defining queries,
refining the dataset, adding more natural languages, etc.—and hope that QAWiki can become a
collaborative project wherein the community develops a high-quality, consensus-driven dataset
for knowledge graph question answering & SPARQL query generation. This in turn will benefit
research on these topics by enabling the training of better models, and more robust evaluation
of such models. Eventually, we hope that this will result in better natural language interfaces
that unlock the true power of Wikidata for a much broader class of users.
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