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Abstract

Currently, Al-enabled solutions in the public sector are integrated in a fragmented way that does not allow
them to be easily transferable to other public organisations, highlighting the need for methodologies that
streamline AI development process. For this reason, regulatory bodies have established standards that define
what characteristics Al systems need to meet. Meanwhile, recent research initiatives call for comprehensive
methods that offer guidance on how to embed requirement aspects into the main Al development stages. However,
existing approaches offer high-level recommendations overlooking the difficulties in translating them into low-
level implementations in order to bring together procedural and technical approaches. Moreover, the level of
granularity of Al lifecycle stages does not facilitate the modularity of AI systems, which would enable the easy
integration of new implementation to meet system requirements. In this paper we enhance the Al lifecycle
pipeline with explicit operations that aid in the modular development and reuse of Al systems. Furthermore, we
propose a structured framework that enables the operationalisation of system-wide objectives throughout the
various phases of the Al lifecycle, while systematically leveraging existing toolkits. To illustrate the framework’s
adoption, we present a proof-of-concept example to showcase its practical application.
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1. Introduction

Artificial Intelligence (Al) is experiencing rapid growth and demonstrates significant impact across
various sectors, including public administration. Al capabilities improve decision-making processes,
enhance operational efficiency, and foster public service delivery [1]. As Al continues to be adopted in
public sector, its importance in driving innovation and creating economic value becomes evident. A
distinguishing characteristic of applying Al in public administration domain is the similarity of the
processes and operations across different organizations, which facilitates the reuse of Al-based solutions
and stimulates their adoption.

Reaching this objective, however, remains a challenging problem. On the one side it is necessary
to deal with the intrinsic complexity of delivering Al-based solutions reated to continuosuly evolving
data, the unpredictable nature of AI models leading to variable outcomes, technological complexity. On
the other side public administration sector to a much greater extent has face such problems as the lack
of expertize and skill gaps, organizational implementation challenges, and insufficient architectural
support on designing, deploying and monitoring Al-based systems.

Moreover, the development and deployment of Al products in public administration requires con-
sidering regulatory compliance and Al trustworthiness aspects[2]. Public organizations often operate
without well-defined procedures to systematically develop, validate and automate the evaluation of
critical characteristics such as privacy, fairness, resource constraints, and performance quality in line
with the existing regulations and policies. Making these actions explicit, traceable and accountable,
associating them to the regulatory requirements is fundamental for public administration in order to
bring the Al-based innovation to its processes.

Current state-of-the-art approaches address these challenges from two perspectives. First, inter-
national Al regulatory authorities focus on establishing guidelines [3] and principles [4] to address
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specific aspects of Al development and deployment, such as transparency, adaptability, and ethical
considerations. This includes the definition of Responsible AI (RAI) practices ! and the use of Al
evaluation methodologies like Z-inspection [5] to ensure Al systems are transparent, accountable, and
aligned with ethical standards. While these guidelines define the well-structured canvas for structuring
and implementing compliant Al-based solutions, they remain at high level of abstraction making it
difficult to operationalize them without necessary expertize.

Second, different solutions to support the complementary activities for Al product development
and execution. These solutions, in the form of software libraries and framework may help in different
areas, dealing with data and model quality, security and fairness, addressing different AI domains and
applications. Still, their usage is often fragmented or too specialized; their relation to the regulatory
settings and requirements is not often clear. Such clarity would help Al practitioners, and also non-Al
experts, to seamlessly incorporate these tools into the lifecycle of an Al product in a modular and
reusable manner, enabling both new and existing systems to be easily assembled according to initial or
additional requirements.

To address these issues, MLOps practices should be enhanced to align more explicitly with system-
wide requirements. Although extensive tools and frameworks have emerged on implementing individual
ML pipeline components, developing production systems that incorporate them requires a more holistic
approach which is still missing in the literature. It is essential to carefully plan the necessary Al
lifecycle components and determine how they interconnect to support the system’s overall functional
and performance goals.

In this paper, we propose a revision of the reference ML operations (MLOps) life-cycle [6]. First, we
enrich the life-cycle model with explicit and well-defined operations that have clear execution semantics
and facilitate the automation of the underlying process. Second, we demonstrate how relevant cross-
cutting requirements and aspects, such as quality, fairness, optimization, adaptability, privacy and
transparency may be operationalized and aligned with the enhanced Al lifecycle operations. Third, we
show how the existing implementation libraries and tools may be associated with this taxonomy, paving
the way for modularity and reuse of these solutions across different contexts. Finally, we showcase
how they can be implemented using existing solutions and tools facilitating the creation of reusable
operations, modules, and even pipelines in different domains.

The paper is structured as follows. Section 2 provides some background information about the
concepts that our paper relies on. In Section 3 we outline the framework components and its final
representation. Section 4 describes a proof-of-concept on how to use the framework, and finally
conclusions are drawn in Section 5.

2. Related work

Reusability of Al solutions in the public sector is an important aspect as highlighted in recent guidelines
2, Various countries have adopted the practice of sharing software within the public sector to transform
their administrative procedures. Initiatives like the E-Government Action Plan 2016-20202 >, and
Sharing and Reuse of IT solutions Framework ¢ encourage member nations to reuse information and
solutions. This approach aims to reduce costs, and improve the development of digital services by
reusing existing components or entire solutions in a more transparent and organised way [7]. These
guidelines and initiatives emphasize the importance of structured approaches to Al development, similar
to traditional software development processes, but adapted to the unique challenges of ML and Al
systems [8].
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Therefore, addressing the bespoke development of Al solutions in the public sector requires re-
sponsible development practices [9] to fully leverage Al’s capabilities while minimizing risks. The
effective implementation of Al relies on MLOps paradigm, which extends software engineering and
DevOps principles to automate workflows and manage the Al lifecycle systematically. However, such
continuous practices are not immediately compatible with regulatory requirements that often need
authority involvement.

To this end, on one hand, a range of procedural tools to regulate AI [10, 3] have emerged, especially in
public sector, due to stringent regulations. They offer high-level recommendations on the characteristics
that an Al system must satisfy. On the other hand, from a practical perspective, Al industry and private
sector have developed a series of technical tools to implement these regulatory aspects, focusing on
individual Al lifecycle stages separately [11]. The following list includes some of these tools.

« Quality: frictionless °
« Fairness: fairlearn ©, AlFairness360 , holistic.ai &

« Optimisation: bitsandbytes °

. Adaptability: evidently.ai '°, alibi-detect !!, transformers '?

- Transparency: model-card-toolkit '*

« Privacy mostly.ai ', giskard 1

Although advancements are being made in creating regulatory, procedural, and technological tools,
integrating trustworthiness, ethical considerations, and service-level requirements into the Al develop-
ment process remains a challenge. This is being addressed by developing frameworks that assist in
converting high-level requirements into practical steps. Frameworks like Z-inspection [5] and capAl
[12], for instance, outline a multi-stage evaluation process throughout various phases of the Al lifecy-
cle, encouraging the participation of diverse stakeholders and generating system-specific conformity
assessments and recommendations.

Research efforts to integrate trustworthiness into the development of Al systems often treat each
aspect of trustworthiness separately. Although the TOP methodology [13] demonstrates advantages by
using documentation cards alongside risk management to evaluate Al system trustworthiness iteratively,
it fails to offer a holistic perspective on the combined characteristics of trustworthiness. Other methods,
like capAI [12] and POLARIS [14], try to bring together procedural and technical safeguards but overlook
the level of granularity of the Al lifecycle due to the absence of standardized Al development processes.
Meanwhile, approaches such as ECCOLA [15], TAII [16], and OOD-BC [17] fail to connect with existing
toolkits in current state of the practice. These factors reduce the likelihood of implementing Al solutions
that comply with regulations [18]. Table 1 summarizes a comparison between state of the practice
frameworks that help translate Al requirements and principles into practice.

In sum, there is no existing framework or approach that offers a strategy to align actionable AI
lifecycle operations with all the corresponding requirements an Al system must adhere to [19]. Moreover,
there is a low level of automation of requirements implementation and verification due to a lack of
standardization from a lifecycle perspective. There is still no structured and modular approach to
leveraging existing technical tools which address these requirements in a fragmented way.

This paper proposes a framework, dedicated to implement a structured approach for requirements
implementation, ensuring ethical functioning and adherence to service level agreements. Furthermore,

Shttps://framework.frictionlessdata.io/
Shttps://fairlearn.org/main/auto_examples/plot_credit_loan_decisions.html#sphx-glr-auto-examples-plot-credit-loan-decisions-py
"https://github.com/Trusted- Al/AIF360
8https://holisticai.readthedocs.io/en/latest/getting_started/index.html
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Table 1
Methodologies to operationalize the requirements during Al system development process. X means that the
dimension is not foreseen.

Methodology Alignment with  Granularity of Alignment with  Implementation

name Al lifecycle lifecycle Outcome requirements modularity level
High-level: Cards,
TOP[13] Yes & ' Risk management, Partial Low
stage .
Toolkits
High-level: Socio-tech -
capAl [12] Yes stage Recommendations Holistic Low
Ethics Evaluati
Z-inspection [5] No X thics Evaluation Holistic X
Report
Eccola [15] No X Ethical thinking Partial X
cards
. Knowled -
POLARIS [14] Yes Detailed nowledge sources Holistic Low
guidelines
00D-BC [17] Yes High-level: Trustworthiness Holistic X
stage assessment
TAII [16] Yes High-level: Management Holistic X
stage guidance
. Cards,
Our framework Yes Detallgd. Technical Holistic High
operations

implementation

it combines enhanced Al development operations with system requirements into a unified framework to
systematically integrate existing technical tools that address some aspects in isolation toward achieving
system-wide objectives.

3. The structured framework for the taxonomy of the Al development
lifecycle

The proposed framework aims at modeling the operations involved in the development, deployment,
monitoring and maintenance of an Al product in a structured way. Specifically, we represent the
Al life-cycle phases, the horizontal axis, as a minimal set of explicit operations having their specific
semantics and characteristics. Note that in a specific Al solution, each operation may have multiple
implementation variants or even be omitted within the corresponding phase. We then refine these
operations across various cross-cutting aspects, vertical axis, related to the established requirements
that the Al system must satisfy and consider, such as quality, fairness, privacy, and others. In this way,
we make the implementation of these aspects explicit in the life-cycle and provide a way to map them
to concrete solutions and tools.

In this section, we explain the significance and role of both axes along with their respective com-
ponents, in Section 3.1 and Section 3.2. Finally, in Section 3.3 we present the layout of the proposed
framework which hosts the procedures that the Al solution implements.

3.1. Enhanced Al lifecycle operations

Building on earlier research on Al development lifecycle [20, 6, 21], we utilize the pre-established pipeline
comprising the three high-level stages such as, data preparation, modeling, and operationalisation. Each
stage in the lifecycle of an Al system consists of a set of operations that are common across different
types of Al products [22, 23, 24]. Our goal is to establish a standardized set of operations with clear
semantics, inputs and outputs that enable automation of the Al lifecycle, which in turn shortens the
time to deployment and fosters Al adoption rates in the public sector.



Table 2

List of artifacts consumed and produced by Al lifecycle operations

Type Description Format Examples

Data The primary artifact fed into the training algo- Parquet, CSV, Training data, Production data,
rithm to fit the best model JSON Evaluation data

Report Structured information about the results obtained  JSON, CSV Data profiling reports, Metrics
after applying a function reports

Model Either a single file or multiple files constituting  Pickle, ~ py- Model artifacts
the model torch, keras

Configuration Declarative specifications used to orchestrate the JSON, YAML  Hyperparameters, Criteria for
execution of individual components or pipelines evaluation, Metadata, Thresh-

olds, Test cases

Status A blocking artifact that defines the pipeline exe- Boolean, True/False results when validat-

cution Alerts ing data or model before deploy-

Documentation

Function

Service

Logs

ment

Files that contain human-readable content

Text, Markup

Model Card [25], Data Card
[26], Risk Card [27], Al Product
Card [28], Al Cards [29]

An implementation function

Python, C++

Data validation function, model
training function, model serving
function

Service encapsulating the model and parameters
for serving it, matching evaluation parameters

REST, App

Model serving endpoint or API

Generated during each phase of the Al lifecycle.
Logging of events or Observability services

Prometheus

System-level monitoring: pay-
load size, processing time, re-
source allocation

In defining the operations semantics, we first specified the list of artifacts that each operation expects

as input and produces as output, which are summarized in Table 2. In Al systems, managing these
artifacts, produced by various procedures, enables automation, supports quality assurance, improves
reproducibility, and facilitates auditability.

Furthermore, to facilitate the development and reuse of an Al solution or its components, it is essential
to ensure that the system is sufficiently modular. Modularity contributes also to easily ’apply’ system
requirements and in assessing whether these requirements are met. We achieve modularity by dividing
the three main stages of the Al development lifecycle into 15 explicit operations, as shown in Figure 1.
These operations serve as the fundamental unit of development and deployment of an Al system and
may be revisited and executed iteratively in varying orders [30].

Data preparation Modelling Operationalisation
~ Data g . Feature D Model
.~ Profiling -~ .-~ Engineering .~ Deployment
) Daa . Model o]
" } Traini P Monitoring
_\aaunmn_# ) £ __Tanng - Production
am - Model > Data
~_preprocessing. < __Evaluation -~ Monitoring
Data - Model b System
“ Documentation . Validation Manitoring
‘Wodel and Al Product ™., Pre-Inference
< Documentation - Transformations

Post-Inference
Transformations

Figure 1: The stages of Al lifecycle

The first stage of the Al lifecycle is composed of four well-defined operations related to data prepa-
ration such as, data profiling, data validation, data preprocessing and data documentation. Data
preprocessing in particular, may involve many code implementations that apply trasformations to
data, including data cleaning, bias mitigation, or data augmentation. During data augmentation, the
initial dataset undergoes modifications to increase its volume and diversity. It is commonly used when



training data quantity is not sufficient, when some features contain bias or are not fairly distributed
among different subgorups, or to address privacy concerns by avoiding the use of real data that contains
sensitive information.

Then, the modeling stage includes the following operations: feature engineering, model training,
model evaluation, model validation, and model and AI product documentation. Note that each oper-
ation may have multiple implementations within an Al solution, or different procedures addressing
various system requirements may be grouped under the same operation category. Despite differing
implementations, all variants within a given operation category share the same semantics, they receive
inputs of the same kind and produce consistent type of outputs. This uniformity supports the modular
design principle inherent in our proposed framework. Also, this means that each implementation of an
operation in the Al pipeline functions as a small piece of the broader Al system, collectively contributing
to the system’s overarching objectives.

Finally, the operationalisation stage consists of operations such as, model deployment, model moni-
toring, production data monitoring, system monitoring, pre-inference monitoring, and post-inference
monitoring. Specifically, model deployment involves getting the model ready for the serving phase,
enabling it to be accessed and utilized for inference, generation, classification, or the particular task it
was designed for. It is crucial to note that the result of deployment is a function that encapsulates the
model along with its parameters and settings required for its operation. These parameters are identical
to those used during the model evaluation and validation stages, ensuring that the deployed model is
the same one that was previously assessed. Table 3 summarizes the minimal list of explicit operations
that make up the stages of the Al development lifecycle together with their input and output artifacts
we defined previously.

Table 3: The list of operations that make up the stages of the Al development lifecycle

Stage Operation Description Input Output
E

ki G t ts with specifi

5 Data Profiling enerate repotts with spectic -Data -Report
& characteristics of training data

& Validate the quality

s f training dat -Dat

“‘ Data Validation of raiming data ata . -Status
A to identify issues that could -Configuration

impact model performance

Apply data cleaning procedure,
data augmentation,
Data Preprocessing type conversion, analyze data -Data -Data
distribution, evaluate bias or
discrimination issues on data

Generate human readable

documentation in order to .
Data Documentation . -Data -Documentation

facilitate knowledge transfer

and increase transparency

on

5 Apply principal

@ . . components analysis, -Data

S Feature Engineering -Data

s understand feature -Report
importance
Training procedure that Data

Model Training fits the model . -Function
-Configuration

to the training data




Stage Operation

Description

Input

Output

Model Evaluation

Apply evaluation strategies

to identify and

understand the quality

and performance of the model

-Model
-Configuration
-Data

-Report

Model Validation

Validate the quality
of the model

to decide if the model
can be deployed

-Report
-Configuration

-Status

Model and Al product
documentation

Generate human readable
documentation in order to
facilitate knowledge transfer
and increase transparency.

-Reports

-Documentation

Model Deployment

Operationalization

Serve model outputs

to the end users.

It acts as

a wrapper to the model

artifacts and relevant parameters

-Function
-Configuration

-Service

Model Monitoring

Implement a function

to deliver

model outputs to the end users.
It wraps the model

artifacts and relevant parameters

-Service
-Data

-Logs

Production Data
Monitoring

Procedure that monitors
production data and
computes metrics based
on data characteristics

-Data

-Reports

System Monitoring

This implements application-level

monitoring of the deployed
service itself,

such as a Flask

web service or
Kubernetes-hosted service.

-Logs

-Reports

Pre-inference Data
Transformations

Adjustments made to
production data prior to
feeding it into the model

-Data

-Data

Post-inference Data
Transformations

Adjustments made to

the model’s output to prevent
data privacy breaches or

to filter information.

-Data

-Data

3.2. Al system requirements

The second axis of the framework captures all requirements that an Al-enabled solution must satisfy,
driven by the specific needs of the public sector [31, 6]. Designed to be modular, the framework allows
the integration of additional dimensions of requirements, enabling the incorporation of diverse features
and implementation tools. These elements are systematically mapped onto the horizontal operations of

Al development lifecycle.

We have delineated six fundamental requirements that a basic Al solution must satisfy and facilitate
for implementation. These represent the minimal core criteria for evaluating not only the model itself
but also key performance indicators (KPIs) such as training data quality, inference response time or



number of resources utilized. We recommend including aspects such as quality, fairness, optimization,
adaptability, transparency, and privacy, as these are among the most relevant considerations highlighted
in the OECD’s report on the use of Al applications by governments [31]. To minimize the overhead
that the framework’s comprehensiveness may impose on simple or small-scale products, it is advisable
to focus on a single requirement dimension or to restrict the operation categories to only those that are
essential.

Quality. Among these aspects, quality encompasses data integrity, model performance, system
and pipeline efficiency. A critical step is assessing the available data, including its volume, quality,
and formats, to determine viable machine learning approaches. This analysis also helps stakeholders
decide whether additional data collection is necessary to achieve the desired model performance or data
augmentation techniques are convenient to apply. Fairness. The second aspect under consideration
remains one of the most critically important topics in the field of machine learning. Within the research
community, discussions typically center on two key aspects: (1) quantifying a model’s fairness and (2)
implementing interventions, during data pre-processing, model training [32], or post-processing, to
improve fairness metrics [33]. Different philosophical interpretations of fairness, such as equality vs.
equity are operationalized through distinct fairness measures and mitigation operations. Optimization.
To minimize time and resource utilization during both the training and deployment phases, it is essential
to integrate optimization strategies into the design of Al systems. This approach enables the systematic
incorporation of performance-aware management principles throughout the machine learning lifecycle,
ensuring alignment with predefined performance metrics and operational efficiency standards. Adapt-
ability. Another important consideration is the adaptability of the Al system when it is reused by
other public organizations seeking to reproduce it for similar use cases. Privacy. Among the various
domains of responsible engineering, privacy has seen the most significant regulatory developments in
recent years, with numerous jurisdictions enacting dedicated legislation. Transparency. An equally
significant factor when developing Al-based solutions is the traceability and the communication of
descriptive and prescriptive aspects that are relevant to different Al stakeholders [34].

3.3. The visual representation of the framework

The design of the proposed framework, is shown in Figure 2. The framework serves as an integrator of
existing open-source technical tools and libraries. It organizes implementation procedures, denoted as
<placeholder_procedure>, into a matrix considering both the AI development stages and the envisioned
requirements. Earlier, we introduced the components that define the horizontal and vertical dimensions
that coordinate the end-to-end development and deployment of an Al system.

The framework has a dual approach towards Al implementation and validation, which makes it
accessible to both Al developers and compliance experts. On the one hand, it helps to explicitly and
transparently declare and implement all requirements by leveraging existing tools and libraries. On
the other hand, by embedding requirements into every operation of the Al lifecycle, our framework
ensures that quality assurance, transparency, fairness and other aspects are built-in and evidence-based
attributes of Al systems, rather than an afterthought. Moreover, it addresses the limited reusability
of Al solutions in the public sector by responsibly engineering them. Finally, the framework plays a
crucial role in implementing requirements by providing a systematic and structured approach to ensure
that Al systems are developed ethically and comply with established service level agreements.

4. Filling in the framework

The following proof-of-concept example demonstrates how the framework can be instantiated with tools
and modular implementations aligned with both specific requirements and AI development pipeline.
We assume that each tool employed to address specific requirements is used to carry out a particular
operation, with its inputs and outputs explicitly defined. This way, the operations create an abstraction
layer that provide a level of uniformity to the employed toolkits. Additionally, the framework can be
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Figure 2: A visual representation of the enhanced Al lifecycle framework, which presents a multifaceted strategy
composed of: (a) a horizontal axis representing the three Al lifecycle stages and their corresponding 15 operations,
and (b) a vertical axis representing the requirements dimensions that the Al system must satisfy. The framework
organizes the implementation procedures, referred to as <placeholder_procedure>, into a matrix that aligns
Al development stages with the corresponding requirements. Each <placeholder_procedure> encapsulates
implementation code that leverages a specific library to address the requirement on the vertical axis and is
executed during each specific operation of the Al product lifecycle. The arrows indicate the operation to which
each procedure belongs and the associated requirement aspect. Blue indicates operations belonging to the
Data Preparation stage, purple corresponds to the Modeling stage, and green represents the operations in the
Operationalisation stage.

implemented alongside an existing cloud-native MLOps or Al platform, such as Google Vertex Al '° or
DigitalHub AI platform 7. To enable such integration, the implementation procedures must be adapted
to comply with the governance and tool orchestration mechanisms required by the target platform.

4.1. Example: Classification model trained on tabular data

This use case presents a classification model designed to identify the most suitable candidates for hiring
a new employee [35]. Figure 3 illustrates the populated framework. First, we focus on defining the
requirement dimensions that the Al-enabled solution should meet. Specifically, the stakeholders define
the list of the principles that the Al product should comply with based on the output of the evaluation
reports [5] during the design phase. For this use case the dimensions of the requirements that are
relevant are: quality, fairness, adaptability, transparency and privacy. Second, we select the proper
technical tools that address each requirement and associate them to the specific Al lifecycle operations
following the semantic we defined in Section 3.1. For example, for addressing quality aspects we may use
the implementation procedures that use frictionless library and are both executed during data validation
operation. Next, to address fairness requirements we utilize Al Fairness 360 library. The procedures
named compute_dataset_fairness_metrics and transform_to_mitigate_bias are executed during data
preprocessing operation, whereas during feature engineering is used calculate_feature_importance.
Instead, train_fairness_tailored is executed as a fairness-tailored training procedure for the model. The
other procedures that evaluate the model regarding fairness metrics are: compute_model_fairness_met-
rics and check_fairness_metrics. For the adaptability dimension, we utilize the Evidently library, which
offers utilities for detecting data and concept drift. In terms of deployment, the model_deploy procedure
implements a service function that instructs the hosting Al platform to leverage the KServe engine for
scalable model serving.

https://cloud.google.com/vertex-ai?hl=en
https://scc-digitalhub.github.io/docs/
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Figure 3: Enhanced structured Al lifecycle framework - proof-of-concept for classification model trained on
tabular data for a hiring system

5. Conclusion

In this paper, we described the necessary operations that explicitly operationalize Al system require-
ments, contributing to implement responsible, modular, and reusable Al systems. Researchers and
industry professionals in Al have been actively working on developing tools and methods that aid
in transitioning experimental models to production deployment. By addressing the gaps in current
frameworks that bring together procedural and technical approaches, our proposed enhanced lifecycle
effectively facilitates the alignment between the implementation and the specific requirements of the Al
system. Although existing libraries provide solutions for components of Al systems, they often fail to
clearly specify the requirement aspect they address. Some approaches only partially cover some aspects,
lacking a holistic perspective on the overall Al system. The clear structure of our framework explicitly
connects each particular implementation to its relevant operation category and the specific requirement
aspect it addresses. Moreover, the framework has a dual approach towards Al development lifecycle
and requirements characteristics, enabling automation of Al product development and also verification.
The framework contributes to the reuse of Al products by offering a systematic methodology for
developing them by transparently and explicitly describing and assembling the components of an Al
system. Although the framework enables non-technical Al specialists to adopt Al easily and responsibly,
especially in areas with low level of Al adoption like the public sector, a potential limitation is the
necessity to establish procedures for conflicting requirement dimensions, such as balancing accuracy
with fairness. This issue can be addressed earlier in the Al product’s design phase through a proactive
approach, which aids in resolving ethical dilemmas in Al and also guides the implementation and
evaluation phases.
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