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Abstract
Students’ dropout and academic failure are two of the main challenges in educational contexts. Researchers
have made significant efforts to develop predictive models to detect students at risk. However, one of the main
limitations is that these models are trained with data from one course but they do not work well when they
are used in a different course (sometimes even in another edition of the same course) due to the impact of the
course context. In this direction, this work aims to analyze how generalizability of the models could be improved
by using global models that contain data about many courses and whether or not it is possible to enhance the
models by using course-related variables that could capture information about the context. In order to that, data
from 16 Small Private Online Courses (SPOCs) are used to develop the models to predict dropout and students’
success. Results show that while it is possible to achieve accurate predictions at global level when training using
several courses, these models do not properly fit all individual courses. Particularly, there is a drop in Area Under
the Curve (AUC) higher than 0.1 in 17-40% of the courses, depending on the variable to predict. Moreover, it is
possible to enhance the predictive models (up to 0.08 in AUC) by adding course-related variables that capture the
main features of the course context. Among these variables, the most relevant ones are the average length of
videos, and the number of videos and exercises in the course. These results add new insights about the variables
that should be used in the models to improve the generalizability, which is crucial for real implementations.
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1. Introduction

Prediction is one of the main research areas in learning analytics because there is a high interest in
detecting students who will drop out the course or fail [1]. In this direction, many works have been
carried out in different contexts at both degree-level (i.e., predict who will drop out the degree [2, 3])
and course-level (i.e., predict who will drop out the course [4, 5]). However, one important limitation
of these works is that the models are usually trained using data from one course and they may lose
accuracy when using the models in other contexts [6].

In order to analyze this problem, several researchers have tried to train models using data from
different populations and for example, Ocumpaugh et al. [6] experienced difficulties when generalizing
affect detectors in different populations. In addition, other works have analyzed how models can be
transferred to the subsequent editions of the course. In this line, and Veeramachaneini [7] reported a
drop of 0.1 or more in AUC when using the dropout predictive models trained with data from previous
edition of the course. Similarly, Moreno-Marcos et al. [8] analyzed generalizability using data from two
SPOCs to prepare the university entrance exams in two cohorts. They found that models worked well
when transferring them to the other SPOC with the same students, and they were still acceptable when
transferring them to the same course in a subsequent edition. However, they faced difficulties when
modifying both the students and the course.
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Given the relevance of the context, other authors, such as Bote-Lorenzo and Gómez-Sánchez [9]
proposed in-situ models, which are trained with previous data in the same course (e.g., use data up to
chapter i-1 to analyze what happens in chapter i). In addition, some have tried to quantify the impact of
the generalization and there have been even special issues with a focus on this problem [10]. Among
the works in that line, some works have shown that specific predictors [11] or regularization techniques
could improve generalizability [12], and that the sample could also have an impact so that generalization
to future editions may be better when training with a small number of students at risk [13].

Nevertheless, further work is needed around this line as there is not consensus about the how to
improve generalization and the best ways to achieve it [14], and this problem is still considered a
key limitation of current learning analytics models [15]. In this direction, one possibility to improve
generalization is by creating global models that capture the information of many courses and including
course-related variables that add information about the course context beyond the students’ information.
With this idea, the objective of this paper is to analyze (1) the impact of global models that include data
from many courses to capture the variability of contexts and (2) the impact of course-related variables
to discover whether or not they could serve to mitigate the generalizability issue.

The remainder of the paper is as follows. Section 2 details the methodology of the paper, including a
description of the data, the list of variables, and the analytical methods. Section 3 presents the results
obtained in this paper in relation to the objectives. Finally, Section 4 provides the conclusions of this
paper, as well as the main limitations and future research directions.

2. Methodology

The study was carried out using data from 16 SPOCs offered by a Spanish university and hosted in a
local Open edX instance. These courses serve to support face-to-face courses (offered in a synchronous
way) although there are three ways the SPOCs could be used: (1) SPOCs needed to pass the course,
with a weight in the final grade; (2) SPOCs that are part of the course and they could be combined with
flipeed classroom, although they are not part of the summative evaluation; and (3) SPOCs that are only
used as support materials. However, this information is unknown.

Considering these scenarios, the prediction goal is to forecast student success and dropout. Regarding
success, a student is considered successful when the average grade in the SPOC activities is higher of
equal than 5 out of 10 (non attempted activities count as 0). Regarding dropout, two possible definitions
are considered: (1) dropout related to activity, which means that students dropout when they they do
not interact for two consecutive weeks (excluding weeks where less than 10% of students interact), and
(2) dropout related to completion, which means that students dropout when they do not complete 75%
of the activities at least.

In order to carry out these models, several variables are used. The full list of variables is presented in
Table 1. For the implementation of the models, Random Forest is used (as from previous studies, e.g.,
[16, 17] , this is one of the most successful methods for prediction in similar contexts), and models are
evaluated using the Area Under the Curve (AUC), since this is a well-known metric and it is generally
appropriate for classification problems involving students behaviors [18].

3. Results

A first analysis was conducted to evaluate the potential of models trained with many courses and how
these models work in specific courses. Particularly, models were trained with 15 courses and evaluated
with the remaining one using data from week 8 out of 16. Results of the 16 trained models with each
set of 15 courses are presented in Table 2. When conducting this analysis, it was observed that the
dropout rate or failure was 100% in some courses, probably because these SPOC were designed as a
support material and the expected engagement was different. This occurs in one course considering the
dropout definition related to activity, in five courses with the dropout definition related to completion,



Table 1
List of variables involved in the analyses

Variable Description

Variables about interactions with videos

perc_vopen It indicates the percentage o videos the student has opened over the total
perc_vtotal It indicates the percentage of visualized content in videos considering the total

duration of all videos and without counting repetitions of the same segments of the
video

perc_compl It indicates the percentage of videos the student has fully watched over the total
avg_rep It is the relationship between the total time invested watching videos and the total

time of different content that the student has watched
avg_pauses It indicates the average number of times the students pause the video considering

the opened videos

Variables about interactions with exercises

perc_attempt It indicates the percentage o exercises the student has attempted
avg_attempt It is the average number of attempts in the exercises the student has attempted

avg_attempted It is the average grade of the student considering all the attempts in only the at-
tempted exercises

avg_attempted_fr It is the average grade of the student considering the first attempt in only the
attempted exercises

perc_correct It indicates the percentage of exercises the student has solved correctly (100%) over
the exercises they have attempted

CFA It indicates the percentage of exercises the student has solved correctly (100%) at
first attempt over the exercises they have attempted

steak_ex It indicates the longest streak of consecutive exercises with a score of 100% (correct
exercises)

Variables about platform use

steak_acc It indicates the maximum number of consecutive days the student has accessed to
the platform to do course activities

perc_days It indicates the percentage of days the student has accessed to the platform
avg_con Average number of consecutive days the student accesses to the platform. For

example, if the student acceses 3 consecutive days, and later 5 consecutive days, the
value is (3+5)/2=4

Variables related to the course characteristics

area It indicates the thematic area of the course, including (1) Humanities, (2) Social
Sciences, (3) Natural Sciences, (4) Formal Sciences, and (5) Professions and Applied
sciences

synchronous It indicates whether the course is instructor-paced or self-paced (synchronous or
asynchronous)

nexercises It indicates the total number of exercises available in the course
nvideos It indicates the total number of videos available in the course

avg_duration It indicates the average number of seconds of the videos in the course
num_staff It indicates the total number of staff (mainly instructors) involved in the course

english It indicates whether the course is delivered in English (1) or Spanish (0)

and four courses considering success. Given that it is not possible to compute AUC for those cases as
there is a single category, they appear with a dash.

Results show that despite obtaining an accurate AUC at global level in general, the AUC for each
individual course may vary. When analyzing the training set of 15 courses, results are very similar in
all cases, but when testing specific courses, higher differences are observed. For the first case of dropout
related to inactivity, the global AUC obtained with the 15 courses with cross-validation was between
0.76-0.79, and there was a drop higher than 0.1 in AUC in 40% of the individual courses (6 courses).



Curso
Dropout (activity) Dropout (course completion) Success

AUC_GLB AUC_CUR AUC_GLB AUC_CUR AUC_GLB AUC_CUR

Course 1 0.78 - 0.92 1.00 0.94 1.00
Course 2 0.76 0.74 0.94 0.71 0.95 0.75
Course 3 0.78 0.63 0.92 - 0.93 -
Course 4 0.78 1.00 0.92 0.86 0.93 1.00
Course 5 0.77 0.71 0.92 - 0.93 -
Course 6 0.77 0.82 0.93 0.93 0.93 0.98
Course 7 0.78 0.62 0.92 - 0.93 -
Course 8 0.77 1.00 0.93 - 0.93 -
Course 9 0.78 0.68 0.92 0.90 0.93 0.93
Course 10 0.79 0.68 0.92 0.95 0.93 0.96
Course 11 0.78 0.56 0.92 0.90 0.93 0.93
Course 12 0.78 0.70 0.93 1.00 0.94 1.00
Course 13 0.78 0.57 0.93 0.87 0.94 0.92
Course 14 0.75 0.92 0.92 0.95 0.93 0.99
Course 15 0.76 0.40 0.92 - 0.94 0.54
Course 16 0.79 0.64 0.94 0.80 0.95 0.85

AUC_GLB: AUC of global model. AUC_CUR: AUC of current course

Table 2
Results of the predictive models in specific courses

Moreover, there are 3 courses (20%) where there is an increase in AUC higher than 0.1.
When analyzing the dropout with the alternative definition, the global AUC was between 0.92-0.94

and a drop in AUC higher than 0.1 was observed in only 18% of the courses (two courses). Among
those two courses, the AUC was below 0.8 in one course, which suggests that global models offer a
high performance in most of the cases. Similarly, a global AUC between 0.93-0.95 was observed when
predicting students’ success and only 17% of the courses (two courses) experienced a drop in AUC
higher than 0.1. Thus, the global models trained with several courses may be useful in most of the cases
and this could be a valid approach when having a large set of courses. Nevertheless, there might be
courses where this approach does not work, and more specific models should be developed, which is
consistent with the literature, which suggests that one-size-fits-all solutions are not possible in learning
analytics models [19].

A second analysis was conducted to analyze whether or not course-related variables could improve
global models. For this analysis, global models were computed with and without course-related variables
throughout the course. Thus, models without course-related variables include the other three categories
in Table 1 (videos, exercises and platform use) related to the students’ interactions. In addition, a model
with just corse-related variables was implemented to analyze the predictive power of these variables by
themselves (course model). Results of these models are presented in Figure 1.

From this figure, it can be seen that there was an average improvement with course-related variables
between 0.03-0.04 in AUC for all the three dependent variables, and this value went up to 0.07-0.08 at the
beginning of the course, when the difference was higher. This may entail that course-related variables
contain meaningful information that could improve predictive models. In addition, it is observed that
the AUC of only course-related variables is fair even when there is not information about the studets,
which reinforce the importance of the course context.

In order to delve into the variables, the importance of variables was computed using the Mean
Decrease of Gini [20]. For the case of dropout related to activity, the variable that stood out was the
percentage of attempted exercises, followed by the average number of repetitions per video and the
percentage of days that the student accesses to the platform. Regarding the course-related variables, they
were not the most important ones although their relative importance was similar in several variables.
Particularly, the most important ones were the average duration of videos and the number of exercises.
For the case of dropout related to completion, the most relevant variables were the percentage of
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Figure 1: Distribution of the number of days students deliver the exams before the deadlines

attempted exercises, followed by the percentage of correct exercises at first attempt and the percentage
of visualized videos. It is noteworthy that the fourth most significant variables was the average length
of videos, which is a course-related variables. Regarding the other course related variables, their relative
importance was smaller although the number of exercises had higher values of importance. As for
success prediction, the percentage of attempted exercises was the most relevant variable, which is
reasonable as engaging with exercises is crucial to complete the course and be successful. After this
variable, the most relevant one is the percentage of correct questions at first attempt and the average
duration of videos. The latter variable reflects how relevant the course design might be for student
success and the fact that an inappropriate duration may lead to dropout or failure. In this case, the
number of exercises and videos appear in positions four and six, which also highlight how crucial a
good course design is. In summary, variables related to students’ interactions such the percentage
of attempted exercises are the most relevant ones, although the course-related variables also have a
significant impact in the models.

4. Conclusions

This study has analyzed the impact of global models to improve generalization and the use of course-
related variables. Results have shown the potential of the models trained with many courses as they
generalized in most of the cases. Particularly, for the dropout related to activity, there was a drop in
AUC higher than 0.1 in 40% of the courses, when analyzing dropout related to completion, that drop
occurred in 18% of the courses, and when analyzing success, the drop occurred in 17% of the courses. For
the latter two cases, the global AUC was above 0.9, which means that global models work very well in
more than 80% of the courses. For the case of dropout related to inactivity, results were worse although
global models were not accurate enough. Further research should be done in that case as inactivity
might be high dependent on the context (the expected activity of the MOOC may vary depending on
the methodology).

When analyzing the impact of course-related variables, results showed that they can improve the
predictive models, with an average improvement of 0.03-0.04 in AUC and up to 0.07-0.08 at the beginning
of the course. Moreover, the predictive power of these variables by themselves was not very strong, but
managed to achieve fair predictive results. Finally, the analysis of variable importance showed that the
percentage of attempted exercises was the variable that stood out, and the average duration of videos
and the number of exercises and videos were the most relevant course-related variables.

Despite the aforementioned findings, there are some limitations that are worth mentioning. One key



limitation was the lack of information of the course methodology. This had a significant effect on the
dropout related to inactivity as the expected activity was unknown. In addition, these analyses were
done based only on the SPOC, but the summative assessments of the course and final grades are not
covered. Thus, students who are considered as dropouts may not engage with the SPOC but still pass
the course. Furthermore, the way dropout is defined may also have an effect on the results, and the
sample could also be influential. While several courses are analyzed, more courses would be needed to
improve the generalizability of the findings.

As future work, it would be interesting to gather more information about the course methodology to
create a new category of variables related to the methodology and analyze whether or not they could
even improve the performance of global models. Moreover, it would be relevant to further analyze
the generalizability of the predictive models with more contexts and analyze the specific reasons why
models do not fit well in some cases. Finally, it would be relevant to put these models into practice in
active courses and analyze the possible interventions and their impact to improve academic success
and reduce dropout.
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