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Abstract

Explanations play an important role in the context of feature model (FM) configuration. First, they can assure the
interpretability of the calculated solutions (configurations) as a result of a feature model configuration process.
Beyond this, explanations can support engineers (developers) of feature models in the identification of issues
in the model, i.e., to figure out as to why on a semantic level the feature model does not fully represent the
existing product (service) domain knowledge. In this paper, we discuss different basic explanation scenarios in
the context of feature model development and feature model configuration. We show how these explanations can
be supported on the basis of the concepts of conflict detection and model-based diagnosis.
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1. Introduction

Feature models (FMs) can be used for the representation of commonality and variability properties of
highly-variant artifacts such as physical products and software [1, 2, 3, 4, 5, 6]. Formal representations
of feature models such as SAT problems [7] and constraint satisfaction problems (CSPs) [8, 9] are often
used to find a solution for a given feature model configuration task and — beyond that — for supporting
different types of analysis operations used to assure the well-formedness and semantic correctness
of feature models [3, 10]. Compared to the representation as SAT problem, CSPs allow for a more
flexible knowledge representation, for example, in terms of a direct representation of logical equivalence
properties and implications [4].

Independent of the used FM knowledge representation, it is important to provide users with ex-
planations [4, 11, 12, 13, 14]. Such explanations can serve different purposes ranging from assur-
ing interpretability for the user, increasing the trust level of a user, enhancing a user’s domain
knowledge, to persuading users to include/exclude specific features into/from an FM configuration
[12, 15, 16, 17, 18, 19, 20, 21]. In this paper, we focus on the aspect of interpretability. We discuss different
explanation scenarios in the context of feature model development and feature model configuration.
For example, in the context of feature model development and maintenance, a modeler needs to know
the set of features responsible for the violation of a specific property (e.g., void feature models or
dead features in feature models). Furthermore, users of an FM configurator are interested as to why
specific features have been included but also why other features have been excluded unexpectedly
(the counterfactual case). In the following, we discuss different explanation scenarios and show how
standard QuickXPLAIN-style conflict detection [22, 23] and diagnosis [24] algorithms can be applied to
generate explanations and corresponding repairs in the case of inconsistencies.

The major contributions of our paper are the following: (1) we formalize basic explanation and
repair tasks in FM development and configuration, (2) we show how corresponding explanations and
repairs can be determined with existing conflict detection and diagnosis algorithms, and (3) to increase
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understandability, we provide examples of how to generate explanations and repairs. Specifically, we
show how to create the mentioned explanations and repairs with the algorithms QUickXPrAIN [22]
and FAsTDIAG [24, 25]. With these contributions, we aim to show different ways of integrating conflict
detection and diagnosis as a basis of explanation generation in FM modeling and configuration.

The remainder of this paper is organized as follows. In Section 2, we introduce an example feature
model that serves as a working example throughout the paper. Thereafter, in Section 3, we introduce
two basic algorithms supporting the tasks of conflict detection and diagnosis. In Section 4, we show how
these algorithms can be applied to support different FM-related explanation scenarios. A discussion of
threats to validity is provided in Section 5. In Section 6, the paper is concluded with an overview of
research issues.

2. Example Feature Model

In the following, we present an example feature model from the domain of survey software configuration,
which will serve as a running example throughout this paper (see Figure 1).
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¥
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(1) license (n) choice (m)| | media (mm)

Figure 1: An example feature model (survey software).

The features in this model are arranged hierarchically including the following relationships: (1)
mandatory relationships specify that certain features must be included in every configuration (e.g., the
payment feature is required to be included in every configuration), (2) optional relationships indicate that
certain features may be included, but their inclusion is optional (e.g., the statistics feature can optionally
be added to a configuration), (3) alternative relationships specify that, within a set of sub-features, exactly
one sub-feature must be chosen if the parent feature is included (e.g., one license type must be selected),
and (4) or relationships require that at least one feature from a set of sub-features must be chosen if the
parent feature is included (e.g., question answering (QA) can be handled with multiple-choice questions,
multimedia-based representations, or both). In addition, cross-tree constraints can be used to impose
further restrictions: (1) excludes constraints between two features prevent both from being included
in the same configuration (e.g., if no license is selected as the payment model, ABtesting cannot be
included in the same configuration), and (2) requires constraints between two features f, and f, specify
that if f, is included, f; must also be included in the final configuration (e.g., the inclusion of the
ABtesting feature necessitates the inclusion of statistics).

To enable FM configuration, feature models must be translated into a formal representation. Common
approaches for this translation include SAT problems [26, 27], answer set programs (ASPs) [28], and
constraint satisfaction problems (CSPs) [8, 29, 30]. In this paper, we adopt CSPs as the formal represen-
tation for feature models. For a detailed discussion of the rules governing the translation of feature
models into logic-based representations, we refer to [4, 8]. The constraint-based representations we
generate in this paper follow these established translation rules.



3. Conflict Detection and Model-based Diagnosis

In Table 1, we introduce a CSP-based formalization of the FM shown in Figure 1. In this formalization,
co is the root constraint (part of every feature model) that ensures that in each FM configuration at least
one feature is included, i.e., no empty feature model configurations are allowed.

Table 1
CSP derived from the feature model in Figure 1. Abbreviated variable names are used, e.g., survey (s).
’ 1D \ Description ‘
Co s = true
1 DS
Co t—s
c3 st — s
4 qg&s
cs g+ (mVmm)
6 | pe (IAN-nV-lAN)
cr —|(n A t)
cs t — st

Based on this example CSP (Table 1), we now introduce the concept of a feature model configuration
task (see Definition 1) and a corresponding feature model configuration (see Definition 2) [4].

Definition 1. An FM configuration task is defined as a constraint satisfaction problem (F), C'), where F’
is a set of Boolean variables (features) f; (with domain ( f;) = {true, false}), and C = REQU K B is a set of
constraints. Here, K B = {cy ... ¢, } represents a set of domain constraints, and REQ = {¢p41...¢;}
represents a set of user requirements.

In our example, KB = {cy ...cg} (see Table 1) and REQ = {cy : t = true}, meaning that the user
has specified ABtesting (¢) to be included in the final configuration.

Definition 2. An FM configuration CONF = {f1 = a(f1), fo = a(f2),..., f = a(fx)} is a set of
variable assignments, where a( f;) is the value assigned to the variable (feature) f;. A configuration
CONF is considered consistent if (J { f; = a(f;)} € CONF)UREQUK B is consistent (i.e., a solution
exists). A configuration is complete if every variable in F" has a corresponding assignment in CONF'.
Finally, CONF is valid if it is both, consistent and complete.

Example 1. An example configuration could be CONF = {s = true,p = true,l = true,n =
false,t = true, st = true,q = true,m = true,mm = false}.

However, there are often situations where a configuration is inconsistent with the constraints in the
feature model or the feature model constraints are inconsistent resulting in a void feature model. Also,
customer requirements can induce an inconsistency with the FM constraints resulting in a situation
where no solution can be identified. To deal with such situations, the concepts of conflict sets (see
Definition 3) and diagnoses (see Definition 4) are fundamental [4]. In the following, these two concepts
are formulated with regard to a constraint set C' which is inconsistent, i.e., no solution could be found
for the constraints in C.

Definition 3. A conflict set is a set I' C C' with inconsistent(I"). A conflict set is minimal if -3 :
I c T"and IV is a conflict set.

QuickXPLAIN  For a minimal conflict set to be resolved, only one constraint needs to be deleted
from the conflict set. The term minimal conflict set is often used synonymously to the term minimal
unsatisfiable subset (MUS) [31]. Minimal conflict sets can be determined on the basis of the QuickXPLAIN



algorithm [22] which determines one minimal conflict set (I') at a time. Given a set of constraints
C = {c1,..,Ck» Chs1s -, Cn} (K is assumed to be 3), if {c1, .., cx} is inconsistent, the QuICKXPLAIN
conflict set search will focus on {cy, .., ¢t } and immediately omit {cj1, .., ¢,}. In many scenarios, all
minimal conflict sets need to be determined. In such a situation, QUIckXPLAIN needs to be combined
with a corresponding hitting set directed acyclic graph based approach which helps to determine all
minimal conflict sets in a systematic fashion [32].

Definition 4. A diagnosis A C C fulfills: consistent(C' — A). A is minimal if =3A’ : A’ € A and A’
is a diagnosis.

FAastDIAG In each case, a minimal diagnosis consists of a set of constraint which - if deleted from C' -
assure that C' — A is consistent. The term minimal diagnosis of often used synonymously to the term
minimal correction subset (MCS). Furthermore, the complement of a MCS, i.e., C' — M ('S, is denoted as
maximal satisfiable subset (MSS) [31]. Minimal diagnoses (A) can be determined with the FastD1AG
algorithm [24] which is similar to QUuickXPLAIN in terms of the used divide-and-conquer based search
strategy. Given a set of constraints C' = {c1, .., C, Ck41, .., Cn } (K is assumed to be 5), if {c1, .., cx } is
consistent, the FASTD1AG diagnosis search will focus on {cx1, .., ¢,} and immediately omit {cy, .., ¢ }.

In the following, we show how QuickXPLAIN can be applied to generate explanations in FM de-
velopment, maintenance, and configuration contexts. Furthermore, we show how FAsTD1AG can be
applied to generate repairs to recover from unintended (often inconsistent) situations. Note that both
algorithms are standard algorithms in the context of conflict detection and diagnosis. For related
algorithmic/implementation details we refer to [22, 24].

4. Explanations in FM Development and Configuration

We now introduce a schema of how to apply QuickXPrAIN [22] and FAsTD1AG [24] for creating expla-
nations and to propose corresponding repair actions where needed. In this context, QUICKXPLAIN(c, [3)
is assumed to return a minimal conflict set I where « represents a set of constraints that can be used for
explanation purposes and [ represents the background knowledge, i.e., a set of constraints assumed to
be correct. Furthermore, FAsTDIAG(€, [3) is assumed to return a minimal diagnosis A where € represents
a set of constraints to be used for diagnosis purposes and /3 again represents the background knowledge.
In our discussion, we distinguish between the phases of (1) feature model development (where analysis
operations and corresponding explanations play a major role) and (2) feature model configuration where
users are building their own configurations on the basis of the configuration model (knowledge base)
defined by the feature model.

Feature Model Development The major focus of feature model development is to identify the
set of features relevant for describing the variability properties of the underlying domain and to
integrate constraints that specify relevant commonality and variability properties. In the context of
FM development and maintenance, analysis operations play a major role in terms of assuring well-
formedness properties of the created models [3]. Indicating the violation of a well-formedness rule
defined by an analysis operation is of enormous help [33]. In this context, explanations can help to
further advance the state of practice by supporting more in-depth insights into the reasons of the
violation of a well-formedness rule.

While being aware of further analysis operations, we provide a selected set of operations specifically
in the need of a constraint solver (configurator) support (see Table 2). Analysis operations in the need
of such a reasoning support are also in the need of explanations that help to better understand the
(negative) outcome of an analysis operation and to trigger repair actions [4]. Each entry in Table
2 consists of the description of the analysis operation (formulated as a corresponding question), a
corresponding explanation (why not?), and a repair in the case that the analysis operation provides a
negative answer.



Table 2
Explanations for FM analysis operations — cons/incons are abbreviations of consistent/inconsistent.

’ id ‘ question (analysis operation) ‘ explanation (why not?) ‘ repair ‘
1 is satisfiable(KB)? I' C KB :incons(T") A C KB :cons(KB— A)
2 is life(f; € F, KB)? Tckb: ZLZZT}L)S(F D= cons(KBé if{Bfl = true})
s | isoptional(f e pocpp | S RPN e
4 | isirredundant(c; € KB, KB)? zrf;oig(lguK%) I' ¢ KB :incons(I', KB)
5 | is generalization(!){ By, K B)? inconl.; (%{ggBng r&) cons((KABj f(vfg U D0
6 is satisfiable(CONF, K B)? znfo%sg‘OévflgB) cons( gO%VFC?]\Z?U KB)

The analysis operations included in Table 2 are the following:

(1) issatis fiable( K B)? helps to figure out if at least one solution can be identified for the given
feature model (represented by the knowledge base KB). If no solution can be identified (see also Table
3), i.e., the feature model is void, explanations (in terms of minimal conflict sets) I' can be provided
which represent minimal subsets of constraints which are inconsistent [4, 34]. A corresponding repair
can be proposed by a diagnosis A that represents a set of constraints in K B that — if deleted from
K B - help to assure the consistency of the remaining constraints in K B. For determining I" and A,
QuickXPraIN( K B) and FAsTDIAG(K B) need to be activated. In the example of Table 3, there exists
only one minimal explanation (I'1) and four related diagnosis A, i.e., alternative repair options for
restoring consistency.

Table 3
Explanation of a void FM (constraint ¢, is assumed to be new) with corresponding repair options A;..A4.
constraint co c1 C4 ¢ (pAq)
Iy X X X X
Al X — — —
AQ — X — —
Ag — — X —
A4 — — — X

(2)islife(f; € F, KB)? helps to figure out if at least one FM configuration can be created where
the variable (feature) f; is included [3, 4]. If no such configuration is possible (see Table 4), explanations
(in terms of minimal conflict sets) I' can be provided which represent minimal sets of constraints in
K B which are inconsistent with { f; = true}. If we want f; to be true, we need to calculate a diagnosis
A which represents a minimal constraint set to be deleted from K B to assure that the remaining
constraints in K B allow the inclusion of f;. In our example FM, if the feature ABtesting(t) would
have been defined as mandatory, the feature nolicense(n) is not life. An explanation is {co, c1, c2, ¢z }.

Table 4
Explanation of dead feature n (constraint ¢, is assumed to be new) with corresponding repair options A;..Ay.
constraint Co 1 Co ¢ (pAtL)
Iy X X X X
Al X — — —
AQ — X — —
Ag — — X —
A4 — — — X

(3) is optional(f; € F, KB)? helps to analyze if a feature can really be regarded as an optional



feature, i.e., there should be configurations where the feature is excluded [3, 4]. If the feature model
represented by K B does not allow the exclusion of f; (see Table 5), explanations (in terms of minimal
conflict sets I') can be provided which represent minimal subsets of constraints inconsistent with the
exclusion of f;. A corresponding diagnosis A (which represents a resolution of all minimal conflict
sets), is a minimal set of constraints that need to be deleted from K B to assure the possibility of having
configurations with f; excluded. In our example FM, if the feature A Btesting(t) would have been
defined as mandatory, the feature statistics(st) is not optional anymore. An explanation is {co, ¢}, cs }.

Table 5
Explanation of false optional feature st (co‘ is an adaptation of ¢3) with corresponding repair options Ap..Ag.
constraint co chit s cs
Iy X X X
Al X — —
AQ — X —
Ag — — X

(4) the redundancy of a constraint ¢; can be explained by the fact that ¢; is not part of an irredundant
constraint set I' determined for K B. Making K B irredundant means to delete those elements from KB
which are not in I' [35]. In our example, we would define the statistics feature (st) as mandatory;, i.e.,
st > s, the requires constraint cg can be regarded as redundant.

(5) if a generalization between the feature models K B, (the more general one allowing more solutions
[4]) and K B, (the more specific one representing a solution-wise subset of K B,) does not exist, an
explanation can indicate those elements (constraints) responsible for a situation where K B, does not
represent a superset of K B,. A related diagnosis A indicates those elements that need to be deleted
from K B, such that the mentioned superset property is fulfilled.

(6) if a configuration CONF is inconsistent with the constraints in K B, an explanation indicates
constraints (i.e., variable value assignments) in CONF that induce an inconsistency with K B. Fur-
thermore, a diagnosis A indicates minimal sets of constraints (assignments) to be deleted from CONF
such that consistency with the constraints in K B can be restored [36].

Table 6 provides an overview of how the discussed analysis operations (see Table 2) can be supported
by the conflict detection algorithm QuickXPrain [22] and the diagnosis algorithm FAsTD1AG [24]. Note
that these algorithms could also be replaced by other alternatives if conflict set and diagnosis minimality
is assured by those algorithms. For example, if issatis fiable( K B) is not fulfilled (i.e., the feature
model does not allow the identification of a solution), '=QuickXPLAIN(K B, () returns a minimal set
of elements of K B as an explanation indicating that those elements are in conflict. Note that more
than one such explanation (conflict) could exist in K B. If this is the case, a hitting set directed acyclic
graph (HSDAG) based approach [32] can be applied (in combination with QuickXPLAIN) to identify all
related explanations (minimal conflict sets). If a repair proposal is requested, FASTDIAG can determine
a corresponding diagnosis A which expresses a minimal set of elements to be deleted from K B in
order to be able to restore consistency in K B. In a similar fashion, QuickXPraIN and FASTDIAG can be
activated in the other mentioned explanation scenarios.

Table 6
Explanations for FM analysis operations using QuickXPlain [22] and FastDiag [24].
’ id ‘ question (analysis operation) ‘ explanation (why not?) ‘ repair ‘
1 is satisfiable(KB)? QuickXPLaIN(K B, 0) FastDIAG(K B, D)
2 is life(f; € F, KB)? QuIckXPLAIN(K B, {f; = true}) | FastDiac(K B, {f; = true})
3 is optional(f; € F, KB)? QuickXPLAIN(K B, {f; = false}) | FastDIAG(K B, {f; = false})
4 | isirredundant(c; € KB, KB)? ¢; ¢ QuickXPLAaIN(K B, K B) QuickXPLAIN(K B, K B)
5 | is generalization(X By, K B,)? QuickXPLAIN(K B, K By) FastDIAG(K By, K B)
6 is satisfiable(CONF, K B)? QuickXPLAIN(CONF, K B) FastDIAG(CONF', K B)




Feature Model Configuration Feature model configuration supports the identification of a decision
regarding the inclusion or exclusion of specific features in a configuration. In the context of such (often
interactive) configuration sessions, explanations can help the user of a feature model configurator to
better understand the reason of a specific feature inclusion or exclusion but also as to why specific
features have not been included (i.e., an explanation of the counterfactual case) [37, 12, 17]. Example
questions that need to be answered (i.e., explained to users) are shown in Table 7.

Table 7
Explanations for FM configuration settings — cons/incons are abbreviations of consistent/inconsistent.
’ id \ question \ explanation \ repair ‘
; why({fi = true} € I'CREQUKB: A C CONF :
CONF,KBUREQ)? incons(I' U{f; = false}) cons(CONF — AU{f; = false})
5 why not({ f; = true} € I'CREQUKB: A C CONF :
CONF,KBU REQ)? incons(I' U { f; = true}) cons(CONF — AU {f; = true})
. A C REQ :
? : =
3 why not(REQ, K B)? I' C REQ : incons(REQ U K B) cons(REQ — AU K B)

Table 8 provides a complete listing of the QuickXPLAIN and FASTDIAG activations used in the
explanation/repair scenarios shown in Table 7.

Table 8
Explanations for FM configuration settings using QuickXPlain [22] and FastDiag [24].
’ id ‘ question ‘ explanation ‘ repair ‘
] why({ f; = true} € QuickXPLAIN(K BU REQ,{f; = FastDIaAG(KBU REQ, {f; =
CONF,KBU REQ)? false}) false})
5 why not({f; = true} € QuickXPLAIN(KBU REQ, {f; = FastDIAG(KBU REQ, {f; =
CONF,KBU REQ)? true}) true})
3 why not(REQ, K B)? QuickXPLAIN(REQ), K B) FastDIAG(REQ, KB)

(1) given a configuration CONF which includes a variable value assignment f; = true, a correspond-
ing (counterfactual) explanation identifies those elements (the minimal conflict set I') in REQ U KB
which induce an inconsistency with the negation of f; = true and are therefore responsible for the
inclusion of feature f; [12, 38]. The corresponding activation of QuickXPLAIN to determine the minimal
conflict set I' is shown in Table 8. In this setting, QuickXPLAIN identifies a minimal set of constraints
in REQ U KB that induce an inconsistency with the constraint f; = true [12]. In this scenario,
FasTDIAG can be applied to identify a diagnosis A consisting of elements from CONF which have to
be deleted/adapted in such a way that f; = true becomes part of CONF'.

(2) given a configuration including a variable value assignment f; = false, a counterfactual explana-
tion identifies those elements (the minimal conflict set I') in RE'Q U K B which induce an inconsistency
with the negation of f; = false and are therefore responsible for the exclusion of feature f;. A cor-
responding diagnosis A determined by FAsTDI1AG would indicate those elements to be adapted' in
CONF such that the inclusion of f; becomes possible.

(3) if the user requirements in RE() do not allow the determination of a solution, an explanation will
indicate a subset of requirements that induce an inconsistency with K B [22]. A diagnosis A includes a
set of requirements that need to be deleted/adapted to restore consistency. If we assume the existence
of the user requirements REQ = {c9, c19, c11}, the corresponding explanations are I'; and I'y with
the diagnoses A and A indicating a way to resolve the conflicts in I'; and I's. In this context, A; is a
singleton diagnosis, i.e., a diagnosis consisting of the minimal number of elements needed to resolve all
existing conflicts.

"Due to the Boolean nature of feature model variables, an adaptation/deletion of a feature always means either to switch from
feature inclusion to exclusion or vice-versa.



Table 9
Explanation of inconsistent user requirements {cg, c19, ¢11 } with corresponding repair options A;..Aq.

requirements | cg : t =true | cyp:n =true | c11: st = false
Iy X X —
Iy X — X
Al X — —
Ag - X X

5. Threats to Validity

In this paper, we have shown how to apply consistency-based conflict detection and diagnosis to
determine corresponding explanations and repair actions. We are aware of the fact that there are related
open issues, for example, instead of deleting constraints from an envisioned superset K B, to assure
an entailment relationship with the specialized feature model K B, we could also think about adding
additional constraints to K B;. We regard such open repairs as being beyond the scope of this paper,
however, this appears to be a challenging topic for future work. In this paper, we did not conduct
performance evaluations of the different explanation and repair settings, however, the used algorithms
are well-established and have shown to be applicable in various configuration scenarios which we took
as a reason for not including another performance evaluation of QuickXPraIN and FasTD1AG.

6. Conclusions

In this paper, we have shown how to apply conflict detection and diagnosis for the creation of consistency-
based explanations and corresponding repair actions. We have identified two major application scenarios
which are (1) the generation of explanations and repair actions in the context of supporting analysis
operations in FM development and maintenance and (2) the support of users in interactive FM con-
figuration sessions. We have shown how to apply/integrate QuickXPLAIN as standard algorithm for
the detection of minimal conflict sets and FASTDIAG as an algorithm for the identification of minimal
diagnoses. In FM development and maintenance, why not? explanations help to understand why specific
well-formedness rules defined by analysis operations, fail. In FM configuration, why not? and why?
explanations can be used to explain the inclusion or exclusion of specific features but also the reason
as to why no solution exists. Open issues for future work include user studies to better understand in
which context to provide which explanation or repair, an analysis of further explanation types to be
included in feature model design and configuration, and an analysis of the improvement potentials of
existing conflict detection and diagnosis algorithms using machine learning techniques.

Declaration on Generative Al

The authors used ChatGPT for language refinement and improving readability. All Al-generated
suggestions were carefully reviewed and edited by the authors, who take full responsibility for the
content of this publication.
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