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Abstract
Despite widespread digital technology, many systems remain inaccessible to individuals with intellectual disabili-
ties (ID). While Large Language Models (LLMs) offer potential to improve access, they struggle with ambiguous
intents, conflicting preferences, and response reliability. Existing prompt and interface designs often overlook the
linguistic, cognitive, and perceptual challenges of users with ID, further limiting usability and safety. The research
will adopt Research through Design and a participatory approach to investigate how negotiation strategies and
multimodal interaction can be effectively integrated into LLM-driven conversational agents to enable intent-based
multimodal interaction and enhance system accessibility and usability. Expected outcomes include an iterative
negotiation framework supporting personalized human-AI collaboration for people with ID, along with inclusive
interface design guidelines, toolkits, and system architecture requirements to promote digital well-being.
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1. Background

Due to limitations in cognitive, linguistic, and perceptual abilities, individuals with Intellectual Dis-
abilities (ID) face substantial barriers when interacting with digital systems [1]. These challenges
include difficulties in understanding abstract symbols, executing multi-step tasks, interpreting dynamic
interfaces, and handling error feedback [2]. While the W3C Web Content Accessibility Guidelines
(WCAG) recommend principles such as simplified language, consistent navigation, and error prevention
[3], they mainly address static Web content and generalized user models, often overlooking the diverse
abilities and evolving needs of users with ID. As a result, despite the increasing ubiquity of digital
technologies, many systems remain inaccessible or ineffective for this population [4].

Large Language Models (LLMs), with their advanced capabilities in natural language understanding,
generation, and reasoning, have the potential to revolutionize user interfaces and lay the foundation for
intent-based interaction paradigms [5]. In such paradigms, users express their goals or needs through
natural language, while the system interprets and acts on these inputs, abstracting away technical
complexity. This shifts the user focus from how to perform a task to articulating what they want to
achieve [5, 6]. This evolution creates unprecedented opportunities for individuals with ID to engage
meaningfully with intelligent agents, digital services, and low-code platforms. It empowers them to
perform daily tasks independently and manage their smart environments, thereby enhancing autonomy
and reducing reliance on caregivers [4, 7].

Nevertheless, relying solely on natural language is often insufficient to bridge the gap between users’
abstract intents and concrete system operations. One key issue lies in the fact that LLMs struggle to
interpret ambiguous commands (e.g., ”make the room warmer”) due to the inherent vagueness of natural
language [8, 9]. Another concern is that LLMs may produce non-deterministic, flawed, or hallucinated
outputs that non-experts often struggle to evaluate and correct, thereby posing significant risks to user
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experience, privacy, and security [10, 11]. These risks may be further exacerbated when user knowledge
or preferences conflict with system safety requirements [12].

In recent years, negotiation mechanisms have gained attention as a promising means of fostering
mutual understanding in human–AI interactions, highlighting their potential to address the aforemen-
tioned challenges with innovative and practical solutions. Studies show that LLMs such as ChatGPT-4,
with appropriate prompting, can effectively identify ambiguities and errors [13]. Through iterative
user feedback, the model can progressively refine its understanding, enhance self-repair capabilities,
and improve output quality over successive rounds [14]. Consequently, interactive negotiation for
clarifying ambiguities, resolving conflicts, and facilitating collaborative decision-making is regarded as
more reliable and beneficial for enhancing user satisfaction than direct generation approaches [13, 15].

2. Related Works

2.1. Intent Disambiguation and Multimodal Interaction

Existing research has proposed disambiguation strategies for conversations with AI chatbots, such
as follow-up clarifications, rephrasing, and suggestive questions [16]. Other approaches aim to elicit
user mental models through compositional paradigms, such as the Rule_5W framework, which helps
users define articulated rules [17]. However, these methods often rely on specific communication skills,
including grammatical, sociolinguistic, discourse, and strategic abilities [18, 19], which may not match
the profiles of individuals with ID. In addition, limited abstract reasoning and difficulties translating
intentions into structured commands further hinder their ability to design prompts and interact with
systems effectively [1], potentially exacerbating their marginalization in digital technologies [4].

A growing body of research highlights the value of multimodal interfaces in supporting both the
interpretation and expression of user intents [8]. For example, platforms such as IFTTT, Atooma, and
Locale use icon-based visual languages to represent rules, enabling end-users to manage and customize
their IoT-enabled smart environments more intuitively [17, 20] (e.g., see Figure 1). Expanding on
this approach, Calò and De Russis combined LLMs with visual cues to clarify commands and capture
nuanced user intents [8] (see Figure 2).

For individuals with neurodevelopmental disorders, research indicates that incorporating embodied
and multimodal interaction into technology design can reduce cognitive load and enhance information
comprehensibility [21]. Intelligent personal assistants that integrate voice commands with adaptive
interfaces have proven effective in supporting daily tasks and independence in this population [22].
Spitale et al. further demonstrated that physically socially-assistive robots outperform virtual ones in
boosting language skills and engagement during speech therapy for children with language impairments
[23]. Additionally, Morra et al. [24] developed a tangible toolkit that enables users with ID to engage in
technology creation through physical manipulation and visual–tactile affordances, thereby improving
system usability and fostering skill development, self-confidence, and autonomy [25] (see Figure 3).
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Figure 1: E-Free: example of rule with two events and
two actions. Adapted from Desolda et al. [17].

Figure 2: The system interprets a user’s request to
“make the room cozier” by offering visual ambiance op-
tions and confirming light and temperature adjustments.
Reproduced from Calò & De Russis [8] under CC BY 4.0.
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Figure 3: Left: Participants pair a PIR sensor with a Buzzer actuator. Right: A participant uses a smart wand to
pair with a button sensor. Reproduced from Morra et al. [24] under CC BY 4.0.

2.2. Negotiation in Human-Agent Dialogues

Recent breakthroughs in Generative AI have spurred advancements in human-machine negotiation
dialogue systems [26]. These systems typically involve goal-oriented, multi-turn interactions between
humans and dialogue agents [27] (see Figure 4). Their core mechanisms integrate logical reasoning,
dynamic strategies (e.g., argumentation, persuasion, confrontation, and compromise), and psychological
factors to reach mutually acceptable solutions through strategic information exchange [28] (see Figure 5).

Negotiation strategies for dialogue agents are commonly categorized into integrative, distributive,
and multi-party types [28]. Integrative negotiation promotes mutual gain through eliciting preferences,
empathy, and coordinated proposals [26]. Distributive negotiation aims to maximize unilateral interests,
employing tactics like contesting, empowerment, biased processing, and avoidance [29]. Multi-party
negotiation requires modeling group dynamics, often addressed through reinforcement learning [30] or
graph neural networks [31] to analyze complex subgroup interactions.

Beyond strategic considerations, the personality traits of negotiators also play a critical role in
the negotiation process [28]. This involves mind modeling, which includes assessing psychological
preferences, inferring intent, and predicting responses by mapping utterances to dialogue behaviors. It
also involves understanding the emotional dynamics between negotiators, often subjectively measured
by outcome satisfaction and partner perception [26].
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Figure 4: Multi-turn negotiation where the agent and
the human exchange deal information and end up with
accepting or declining deals. Adapted from Zhan et al. [28].
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Figure 5: Negotiation framework for two-negotiator sce-
nario. Adapted from Brett et al. [32].

3. Research Objectives

Although LLMs can understand complex instructions and generate coherent and contextually relevant
responses, current LLM-based systems still struggle with ambiguous intents, conflicting user preferences,
and consistent reliability [10]. Moreover, existing prompt and interface designs often fail to account for
the communication, cognitive, and operational limitations of individuals with ID, resulting in reduced
usability and compromised safety [1, 4]. This underscores the urgent need for innovative approaches
that enable more inclusive technology experiences.

This research will explore the synergy between iterative negotiation strategies and multimodal
interaction paradigms, and investigate how they can be effectively integrated into LLM-driven conver-
sational agents. The goal is to enable collaborative interactions that harmonize user intent with agent
capabilities, allowing both parties to jointly shape outcomes, thereby enhancing the user’s sense of
control and trust. Ultimately, the research seeks to improve the accessibility and usability of digital
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systems and end-user development platforms [33], with a specific focus on supporting individuals
with ID as a key beneficiary group by delivering more reliable, accurate, and user-centered interaction
outcomes. To achieve these objectives, this research will address the following questions:

• What core barriers do individuals with ID face in intent-based human–agent interactions? What
types of tasks and preferences do they commonly exhibit?

• Which multi-turn negotiation strategies effectively clarify ambiguous intents and resolve conflicts
between user preferences and safety needs?

• How can query prompts in human-agent negotiation dialogues be categorized to align with
specific disambiguation goals and collaborative decision-making contexts?

• Which multimodal interaction paradigms support users with ID in expressing their intent and
interpreting system responses during iterative negotiation with LLM-based conversational agents?

4. Methodology and Early Progress

As part of the preliminary research, a systematic review is being conducted to establish a theoretical
foundation for understanding iterative negotiation between humans and conversational AI agents in
the context of HCI. This review aims to identify research gaps, track emerging trends, and inform the
design of subsequent experiments.

Next, the study will employ Research through Design [34] and Participatory Design methods [35],
engaging users with ID in iterative prototyping, evaluation, and refinement of multimodal interfaces
with multi-round negotiation strategies through workshops and focus groups. The study will be driven
and validated by three key use cases illustrating the benefits of assistive technologies for this population
[36]: daily self-management (e.g., task automation, smart home personalization), skill development (e.g.,
task guidance, creative expression), and social participation (e.g., communication, emotional support).

Evaluation will follow a multi-stage, mixed-methods approach [37], combining short-term usability
testing with long-term user experience tracking. Data will be gathered through qualitative methods (e.g.,
interviews, contextual observation, software logs [38]), and multimodal techniques (e.g., eye-tracking,
speech emotion analysis, gesture recognition), alongside quantitative metrics like task completion rates
[39], negotiation success rates (e.g., F1 scores [26]), and user satisfaction (e.g., UEQ scale [40]). The
collected data will be analyzed using thematic analysis, statistical methods, and triangulation, with
comparative studies validating solution effectiveness against existing approaches.

Throughout the research, a lessons-learned approach will identify challenges and opportunities from
prototype development and user studies, distilling them into design patterns and toolkits that can favor
the replicability and applicability of the acquired knowledge in independent design contexts.

5. Expected Results

The research will deliver an iterative negotiation framework for human–AI collaboration, integrating
user modeling, scenario-based prompt strategies, andmultimodal interaction paradigms. The framework
is designed to be tailored to the abilities and contextual needs of individuals with ID, enabling them to
control interconnected services, apps, and devices at an appropriate level of abstraction through intent-
based natural language interactions with LLM-powered agents. The goal is to resolve ambiguities and
conflicts through user-centered automated negotiations [41], creating smarter, more inclusive, and fluid
interaction experiences. Furthermore, this research will complement and extend the W3C WCAG [3]
with interface design guidelines that shift accessibility from static compliance and one-way information
delivery toward dynamic empowerment through collaborative, two-way interaction. The outcomes
will also inform interaction model toolkits and define the functional and architectural requirements for
digital systems and end-user development platforms [33], supporting the full process from requirements
specification to system deployment.

From a broader societal perspective, this research aims to discover the potential of integrating AI into
daily life while considering the needs and complexities of the communities they are intended to serve. It



promotes the flexible, cross-domain application of natural language technologies in assistive intelligent
interaction [25] and mitigates the inequalities that techno-solutionism can generate [42]. The proposed
framework will indeed enhance system controllability and digital autonomy for users with ID and
other vulnerable populations, with potential benefits in language training, cognitive enhancement, and
mental well-being.

6. Conclusion

Individuals with ID face significant challenges interacting with digital systems. Although LLMs offer
promising natural language capabilities, current systems still struggle with ambiguity, conflicting
user preferences, and flawed outputs. This research will investigate integrating iterative negotiation
strategies and multimodal interactions (e.g., visual symbols, speech, gestures) into LLM-driven agents.
These combined approaches aim to enhance system usability and accessibility, empowering users
with ID to engage in intent-based tasks, thereby improving their autonomy and quality of life. The
primary expected outcome is a negotiation framework featuring personalized and intelligent interaction
experiences for individuals with ID and broader vulnerable groups. The research will also deliver
guidelines, toolkits, and system architecture requirements to promote digital inclusion and well-being.

Declaration on Generative AI

During the preparation of this work, the author used ChatGPT and Grammarly in order to: Grammar
and spelling check, Paraphrase, and reword. After using this tool/service, the author reviewed and
edited the content as needed and takes full responsibility for the publication’s content.
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