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Abstract

The rapid expansion of scientific literature has amplified the need for accurate detection of near duplicates:
documents that express the same meaning through different wordings. These semantic duplicates, often caused by
paraphrasing or metadata inconsistencies, compromise the integrity of scholarly databases and bias downstream
analyses. In this paper, we propose a hierarchical ensemble method that combines traditional lexical similar-
ity metrics, contextual embeddings from transformer-based models, syntactic structural features, and a deep
neural meta-learner to detect near duplicates in scientific abstracts. We compiled a domain-specific dataset of
10,000 Kazakhstan-related publications from Semantic Scholar and generated 14,460 abstract pairs using real and
synthetic duplication techniques. The proposed method achieved 94.24% accuracy and a 94.80% F1-score, signifi-
cantly outperforming standard lexical and transformer-only baselines. Our results demonstrate that integrating
heterogeneous features yields a robust, scalable, and interpretable solution for semantic duplicate detection. The
method is especially suited for regional and low-resource academic collections, supporting higher-quality data
curation in bibliometric systems, citation analyses, and systematic reviews.
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1. Introduction

The limitless growth of scientific publication databases has set the stage for the bibliographic systems to
face a great challenge in managing duplicate and near-duplicate records. In this scenario, near duplicates
which are defined as pairs of text segments sharing semantic content but differing considerably in
surface form, represent the most difficult detection problem that traditional methods usually cannot
solve. The duplications can be caused by either a conscious or an unintentional act of paraphrasing, or
the overlap between the old and the new findings to a certain extent, or by simply using different terms
for the same concept, or through inconsistent metadata practices in different repositories. The downside
of not detecting duplicates is very large: in systematic reviews, redundant entries can at times increase
the volume of available evidence and thus bias the synthesis results; in citation analysis, duplication of
records can distort impact metrics; and in network-based studies, they can lead to incorrect estimations
of authority and influence. This issue is particularly critical for the national research assessment systems,
university repositories, and government-supported research monitoring platforms because of the direct
impact of data accuracy on analytical outcomes and strategic decision-making.

Traditional methods for detecting duplicates mainly depend on similarity measures calculated at
the token level like Jaccard coefficient, cosine similarity, edit distance, and n-gram overlap. Even
though these methods are computationally efficient, they still predominantly deal with surface-level
correspondence and, thus, are not very robust when semantic content is altered through rephrasing or
syntactic restructuring. The last year or two have seen the rapid rise of transformer-based language
models like BERT and its receivers that have, to a great extent, improved the modeling of contextual
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semantics and conceptual similarity going beyond just exact word matching. However, the empirical
results indicated by controlled benchmarks often surpass the performance seen in real-life situations
which then implies that semantic embeddings alone are not enough to guarantee the trustworthy
deployment in production-scale systems. Moreover, it is the case that most of the research done so far
has been on English-language scientific corpora or general-purpose plagiarism detection while regional
academic publications or low-resource scientific languages have been comparatively ignored.

The aim of this study is to develop a reliable method for detecting near duplicates in the abstracts of
scientific publications. To achieve this aim, the following objectives were formulated:

1. To create a specialized dataset of scientific abstracts reflecting real cases of similar texts;

2. To develop a multi-level ensemble model that combines lexical similarity, sequence alignment,
semantic embeddings, and syntactic analysis for the detection of paraphrased duplicates;

3. To evaluate the proposed model in comparison with baseline methods in order to confirm its
effectiveness.

In this study, a hierarchical ensemble framework that is methodologically grounded and progressively
incorporates the traditional similarity measures, the multilingual semantic representations, the syntactic
structure analysis, and a learned meta-level feature weighting strategy is the major contribution of the
research. The proposed approach is tested on a new dataset that contains 10,000 scientific publications
related to Kazakhstan and has been obtained through a thorough API-driven process. A strict pair
generation strategy merges the selection of real similarity-based candidates with the implementation
of controlled synthetic paraphrasing techniques to recreate near-duplicate scenarios. In addressing
the specific linguistic and structural traits of regional scientific repositories, this research presents a
solution for semantic duplicate detection that is practical, scalable, and interpretable, thus contributing
to the development of more reliable and context-aware bibliographic management systems.

2. Related work and current methods

2.1. Traditional approaches to duplicate detection

Classic techniques used in the identification of duplicates in scientific literature basically depend on the
similarity of strings, fingerprinting algorithms, and metrics at the token level. Hybrid methods that
integrate SimHash-based fingerprinting with Smith-Waterman sequence alignment have demonstrated
high accuracy for precise and almost precise duplicates in clinical documentation, thereby confirming
the effectiveness of the combination of fast candidate filtering with accurate alignment verification
[1]. Sectional Min-Max hashing improvements of traditional MinHash that introduce local hashing to
segments of documents cut down the computational cost significantly while at the same time keeping
detection accuracy over the entire range of textual corpora [2].

Classic techniques used in the identification of duplicates in scientific literature basically depend on
the similarity of strings, fingerprinting algorithms, and metrics at the token level. Hybrid methods that
integrate SimHash-based fingerprinting with Smith-Waterman sequence alignment have demonstrated
high accuracy for precise and almost precise duplicates in clinical documentation, thereby confirming
the effectiveness of the combination of fast candidate filtering with accurate alignment verification
[1]. Sectional Min-Max hashing improvements of traditional MinHash that introduce local hashing to
segments of documents cut down the computational cost significantly while at the same time keeping
detection accuracy over the entire range of textual corpora [2].

2.2. Machine learning and deep learning architectures

Supervised learning and neural networks that automatically acquire task-related feature representations
have greatly increased the accuracy of duplication detection. The social media MultiSiam neural network
for duplicate classification proves that transfer to other domains is still difficult because short-form
social media texts and academic abstracts differ so much [3]. The application of wavelet-based analysis



with clustering for cross-modal duplicate detection in texts and images has good potential, but the
computational intensity is a barrier to practical scalability [4].

A comprehensive review over plagiarism detection techniques from 2014 to 2024 showed a clear trend
towards semantic and transformer-based methods taking over, emphasizing that simple string-matching
methods could not identify complicated text reuse through paraphrasing [5]. The use of a hybrid deep
learning model that integrates Long Short-Term Memory (LSTM) networks with manually crafted
linguistic features like n-gram overlap and sentence length statistics has proved that the performance
of learned and engineered features together is better than that of purely neural models in benchmark
paraphrase datasets [6].

Support Vector Machines and Deep Neural Networks are combined in a machine learning method
for the identification of authorship, which leads to the extraction of both lexical and stylistic features.
As a result, the application of classification-based methods to morphologically rich and low-resource
languages is broader [7]. CNN-RNN fused structure for short text paraphrase detection that merges
local convolutional patterns with sequential RNN modeling is very effective and through end-to-end
learning competitive performance is achieved [8].

2.3. Semantic and transformer-based approaches

Modern methods orienting towards the semantics use embeddings of words and the representations of
the contexts for the similarity measures that go beyond token overlap. On the basis of the syntactic
parsing and the machine learning, it is possible to identify texts that are semantically equivalent
but lexically different through lemmatisation and deep syntactic analysis, which, in turn, provide a
foundation for the semantic understanding [9]. The use of embeddings for the words along with the
application of triplet loss functions is said to further improve the semantic similarity detection in the
duplication of detection frameworks [3]. Sentence-transformer models for the detection of the text
reuse at the phrasal level show that the multilingual transformers are capable of effectively capturing
deep contextual meaning even in the low-resource languages [10].

Neural network architectures focusing on semantics rather than surface-form matching and trained
on semi-automatically produced corpora for paraphrase recognition have shown to be very effective
on morphologically rich low-resource languages [11]. A lightweight unsupervised approach utilizing
monolingual word embeddings aligned by simple linear projection for cross-lingual semantic similarity
requires slight language-specific resources and gives competitive performance on plagiarism detection
tasks [12].

A multilingual deep learning framework for cross-lingual plagiarism detection between Arabic and
English texts integrating DNNs with semantic features including conceptual similarity and semantic
role information demonstrates the necessity of semantic representations in multilingual academic text
reuse detection [13].

2.4. Hybrid approaches

Recent work increasingly combines multiple detection modalities to improve both accuracy and robust-
ness. A hybrid methodology merging TF-IDF-based filtering with lightweight DistilBERT embeddings
for Ukrainian and Bulgarian academic texts achieves approximately 0.88 F1-score on low-resource
morphologically rich corpora, substantially outperforming TF-IDF-only baselines [14]. A layered hybrid
model combining lexical similarity (TF-IDF cosine) with semantic embeddings (BERT) to distinguish
exact copies from paraphrased content shows experimental results of approximately 80% recall and 74%
F1-score [15].

A two-level hybrid cross-language matching scheme incorporating bilingual dictionary-based lex-
ical alignment with semantic similarity layers using multilingual embeddings specifically addresses
paraphrased and translated duplicates in multilingual academic contexts [16]. Text similarity measures
integrated with density-based clustering within a metaheuristic optimization framework for music



lyric plagiarism are adaptable to scientific text reuse detection with near or structurally divergent
duplications [17].

Deep semantic features combined with quantum-inspired genetic algorithms, using transformer-
based semantic representations optimized through Quantum Genetic Algorithm operators, demonstrate
that bio-inspired evolutionary optimization combined with neural embeddings improves detection
accuracy and computational efficiency on benchmark plagiarism datasets [18] and [19]. In [20], the
proposed method combines statistical and semantic techniques, including N-gram analysis, TF-IDF, LSH,
LSA, and LDA, and is benchmarked against the bert-base-multilingual-cased model. In summary, the
trend over the last decade has shifted from simple lexical matching towards semantic-rich and hybrid
methods. This evolution sets the stage for our ensemble approach, which integrates multiple levels of
analysis into a single framework. However, prior studies have rarely focused on detecting partial or
paraphrased duplicates in academic publications, especially in regional or low-resource languages. This
gap in scientific literature motivates our work.

3. Data collection and dataset construction

3.1. Data source and collection

The dataset was constructed from the Semantic Scholar academic search engine, a free Al-powered plat-
form developed by the Ai2 is the creation of Paul Allen, Microsoft co-founder providing programmatic
APT access to extensive scientific literature metadata. The Semantic Scholar RESTful API endpoint [21]
was used to retrieve publications via structured keyword queries with filtering by language, publication
year, and result pagination offsets. A total of 130 systematic keyword queries were designed across
thematic categories including core research terminology, computer science and information technology
(25 queries), engineering disciplines (13 queries), technology and innovation (8 queries), education (8
queries), healthcare and medicine (12 queries), economics and business (13 queries), energy sector (11
queries), environmental studies (10 queries), agriculture (6 queries), geographic locations (11 queries),
national initiatives (7 queries), social sciences (7 queries), and other domains (8 queries).

Data quality filtering was applied throughout collection: abstract length minimum of 180 characters
ensuring sufficient textual content; keyword presence verification (case-insensitive “Kazakhstan” re-
quirement) ensuring topical relevance; language validation using character-ratio heuristics requiring at
least 75% Latin ASCII characters with maximum 10% Cyrillic characters; and deduplication via unique
paper identifier tracking to prevent redundant entries.

3.2. Dataset statistics

The final collected dataset 10,000 English-language scientific articles spanning 2012-2025, with publica-
tion counts increasing over time and peak activity in recent years.The dataset structure is presented
in Figure 1. Mean abstract length across the corpus is approximately 1,500 characters (225 words),
with distribution analysis confirming sufficient textual magnitude for semantic similarity analysis [22].
Temporal distribution analysis reveals publication patterns across decade-spanning intervals, with most
recent years showing substantially higher publication frequencies in Figure 2. Domain-level analysis
shows health and medicine, engineering, education, and computer science as the most productive
research categories, reflecting diverse academic coverage as represented in Figure 3.

3.3. Pair generation methodology

Text pairs for model training and evaluation were systematically constructed using a hybrid approach
combining real similarity-based pairing and controlled synthetic paraphrasing. Term Frequency-Inverse
Document Frequency (TF-IDF) vectorization (1),(2),(3) was applied with English stop-word removal
and a 3,000-feature vocabulary, followed by cosine similarity (4) computation between all abstract
pairs. Positive pairs (duplicates) were selected from similarity ranges between 0.5 and 0.9, capturing
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Figure 1: The view of collected data file. CSV format containing 10,000 scientific papers with metadata fields:
paperld, title, abstract, year, and DOI. Each row represents one scientific article retrieved from Semantic Scholar
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Figure 2: Four-panel visualization showing temporal characteristics of collected dataset: (a) histogram of
publication distribution by year with peak in 2024-2025, (b) time series trend of annual publication counts with
area shading showing exponential growth, (c) horizontal bar chart of ten most productive years ranked by
frequency, (d) cumulative growth curve of publications from 2012 to 2025. Analysis reveals distinct publication
patterns and identifies peak research activity periods in Kazakhstan-related scientific literature.
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Figure 3: Multi-perspective analysis of data collection queries: (a) top 20 most productive search queries ranked
by paper retrieval count (Kazakhstan research with 647 papers), (b) pie chart showing proportional distribution of
top 10 queries plus aggregated others, (c) bar chart of papers grouped by research domain categories (Computer
Science & IT: 607, Engineering: 980, Health & Medicine: 1090, Education: 807, Other: 6178), (d) bottom 20 least
productive queries. Figure demonstrates systematic coverage and domain diversity of collection strategy.

semantically similar yet not identical texts. Negative pairs (non-duplicates) were selected from very
low similarity ranges below 0.1, ensuring clear class separation [22].
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TF-IDF(t,d) = TF(t,d) x IDF(t), (3)

where:



« TF(t,d) — term frequency of term ¢ in document d,
« IDF(t) — inverse document frequency of term t.
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where:

. A, B — TF-IDF vector representations of two documents,
« A-B — dot product of the vectors,
« || A]|,]|B| — Euclidean norms (vector lengths).

Real near duplicates were identified through similarity-based selection within the 0.5-0.9 range,
yielding 3,453 positive pairs reflecting natural overlap patterns in the collection. Synthetic paraphrases
were generated through controlled word replacement at a rate of 25% using a curated synonym dictio-
nary covering 20 common academic terms (e.g., “study”—“research”/“investigation”/“examination”;
“method”—“approach”/“technique”/“procedure”; “results”— “findings”/“outcomes”/“conclusions”), pro-
ducing 4,694 additional positive pairs. Negative non-duplicate pairs (6,313 pairs) were randomly selected
from low-similarity combinations, yielding a balanced dataset with 56.3% positive class and 43.7%
negative class distribution suitable for stable model training, pair dataset distrubition represented in
Table 1 and Figure 5.

The final paired dataset comprises 14,460 text pairs with fields including full abstract texts, corre-
sponding titles and publication years, computed cosine similarity scores, pair type labels (real near
duplicate, synthetic paraphrase, or non-duplicate), and binary classification labels (1 for duplicate, 0 for
non-duplicate) as showed in Figure 4.
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Figure 4: Pair dataset view.

3.4. Data preprocessing

A comprehensive text normalization pipeline was applied to all abstracts: whitespace normalization
replacing multiple spaces with single space; removal of special characters retaining only letters, numbers,
and basic punctuation; lowercasing for case-insensitive processing; and trimming of leading/trailing
whitespace. All pairs were subsequently shuffled to prevent ordering bias during model training.
Stratified splitting into training (70%), validation (15%), and test (15%) sets preserved the proportion of
positive and negative pairs across all three subsets, ensuring representative evaluation.



Table 1

Text Pairs Generation Statistics

non_duplicata

Non-duplicates

Metric

Value

Total text pairs generated
Positive pairs (duplicates)

Real near duplicates

Synthetic paraphrases
Negative pairs (non-duplicates)
Mean text A length

Mean text B length

Mean length difference

Mean year difference between pairs
Temporal coverage

TF-IDF max features

Positive pair similarity range
Negative pair similarity range
Synonym replacement rate

14,460 pairs
8,147 pairs (56.3%)
3,453 pairs (23.9% of total)
4,694 pairs (32.5% of total)
6,313 pairs (43.7%)
1,247 characters (189 words)
1,251 characters (190 words)
142 characters
2.34 years
2012-2025
3,000
[0.5, 0.9]
<0.3
25%
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Figure 5: Distribution of 14,460 generated text pairs across three categories.

4. Methodology

4.1. Architecture

The proposed detection framework follows a hierarchical ensemble architecture progressively integrat-
ing heterogeneous similarity signals. Each stage builds upon preceding results, producing intermediate
predictions refined through increasingly sophisticated analytical approaches. The design philoso-
phy balances computational efficiency-through coarse lexical filtering at early stages-with semantic
precision-through transformer embeddings and learned meta-level weighting at later stages. The



pipeline is implemented using Python with scikit-learn for classical metrics and neural networks, the
sentence-transformers library for BERT embeddings, and custom feature engineering modules scheme
of model showed in Figure 6.

Hierarchical ensemble for duplicate detection with meta-learner

input
5-stage pipeline with deep learning meta-learner features (stages 1-5)
mip layers

output: duplicate

output: not duplicate

softmax output

OOo0do

Jaccard Sequence

Information Syntactic
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Feature
vector
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stage 5: deep learning meta-learner (MLP with adaptive weighting)
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Figure 6: Diagram illustrating complete processing pipeline of hierarchical ensemble: Input: text pair (A, B).
Five parallel feature extraction modules: Stage 1 (Jaccard similarity), Stage 2 (SequenceMatcher), Stage 3 (BERT
contextual embeddings), Stage 3 (Information overlap metric), Stage 3 (Bigram contextual similarity), Stage
4 (Syntactic structure analysis). Meta-learner: MLP with layers 6—64 (ReLU) —32 (ReLU) —16 (ReLU) —2
(Softmax), featuring attention mechanism and adaptive weighting. Output: binary classification (NOT Duplicate
/ Duplicate). Architecture enables progressive refinement and feature integration.

This filtering ensures that only sufficiently similar pairs are passed through, which is critically
important given the large size of the dataset.

4.2. Stage 1: Jaccard similarity

The first stage establishes a lexical baseline through token-based Jaccard similarity (5), computing the
ratio of common unique words to total unique words across both texts. This metric is robust to minor
phrasing variations while remaining computationally efficient, serving as a coarse filter identifying
candidates with potential similarity. A global threshold based on the median Jaccard score across the
entire dataset is applied for initial binary classification, establishing a simple yet interpretable baseline.

_ |AnB|

(5)



where:

« A, B - sets of unique words in texts,

AN B| - number of common words,
« |AU B| - number of unique words in union.

4.3. Stage 2: Sequence alignment via SequenceMatcher

The second stage captures sequential alignment through Python’s diff1lib.SequenceMatcher ratio
(6), measuring the proportion of matching word sequences in their original order. This score improves
detection of reordered or partially overlapping content not captured by bag-of-words approaches. Pairs
are classified as duplicates if at least one of the Jaccard or sequence ratios exceeds its respective median
threshold, and an aggregated score averaging normalized Jaccard and sequence similarity scores is
computed for downstream processing.

2x M

SeqRath(A,B) = ﬁ,
A B

(6)
where:

« M - number of matching words in same positions,
« L4 -length of sequence A (in words),
« Lp - length of sequence B (in words).

4.4. Stage 3: Contextual analysis with BERT embeddings

Semantic understanding is introduced through multilingual sentence-transformer embeddings derived
from the paraphrase-multilingual-MiniLM-L12-v2 model, alightweight transformer producing
384-dimensional contextual representations. Embeddings are precomputed and cached on disk to reduce
runtime costs. Cosine similarity between paired embeddings (7) captures semantic equivalence beyond
token overlap, particularly for paraphrased and synonymous expressions.

Two engineered contextual features extend the semantic signal:

1. Information overlap metric, computed as the average of normalized Jaccard similarity and lexical
density measures (ratio of unique tokens to total tokens), emphasizing content-rich segments.

2. Bigram-level Jaccard similarity (8) capturing overlap of adjacent word pairs at the phrase level,
detecting consistent local collocations.These features combine classical linguistic signals with
modern representations, enabling detection of content-preserving transformations.

Semantic embeddings make it possible to detect paraphrased content in cases where lexical overlap is
low, thus addressing the key challenge of partial duplicate detection.
er- e
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where:

+ e, ez - BERT embedding vectors of texts,
+ €] - €3 - dot product of embeddings,

le1]], |le2|| - norms of embedding vectors.

BigramSim(A, B) = |bigrams 4 N bigrams |

~ |bigrams , U bigramsg|’

where:

« bigrams , - set of bigrams (adjacent word pairs) in text A,
« bigramsy - set of bigrams in text B.



4.5. Stage 4: Syntactic structure analysis

The fourth stage incorporates structural consistency through sentence-level length statistics. For each
abstract, text is segmented into sentences and mean and standard deviation of sentence lengths in
words are computed, capturing typical sentence structure and compositional variability. Syntactic
similarity (11) is calculated as a weighted combination of mean-length similarity (normalized absolute
difference) (9) and variance-based style similarity (10), with fixed coefficients emphasizing average
sentence characteristics. The intuition is that near duplicates often preserve structural organization-
sentence segmentation patterns, paragraph length, and stylistic regularities-even after paraphrasing,
making structural alignment a useful supplementary signal.

La-L
mean_sim = 1 — min | A fB| 1, 9)
max(L 4, Lp, 1)
where:
« L4 - mean sentence length in text A (in words),
« Lp - mean sentence length in text B.
. oA —0
style_sim = 1 — min M, 1], (10)
max(c4,0p,1)
where:
« 04 - standard deviation of sentence lengths in text A,
+ op - standard deviation of sentence lengths in text B.
Syntactic = 0.6 X mean_sim + 0.4 X style_sim, (11)

where 0.6, 0.4 - fixed weighting coefficients.

4.6. Stage 5: Deep learning Meta-Ensemble with attention-like mechanism

The final stage employs a multi-layer perceptron as a meta-learner combining six input features: baseline
Jaccard similarity, sequence matching score, BERT-based cosine similarity, information overlap metric,
bigram contextual similarity, and syntactic structure similarity. The network architecture comprises
three hidden layers with 64, 32, and 16 neurons respectively, each with ReLU activation functions,
followed by a two-unit softmax output for binary classification. Early stopping and 10% validation
fraction prevent overfitting during training on the training subset.

The meta-learner implicitly learns context-dependent feature weighting, effectively functioning as
an attention-like mechanism that emphasizes the most informative similarity signals for each pair. By
learning non-linear combinations of heterogeneous features, the ensemble captures complex decision
boundaries that are difficult to express through simple rules or linear regression, enabling adaptive
emphasis on different feature channels depending on specific pair characteristics.

5. Experimental setup

Model training employed the Adam optimizer with cross-entropy loss on the training subset (70% of
pairs). Validation (15%) was used for hyperparameter tuning and early stopping, while test evaluation
(15%) was performed without further optimization, ensuring unbiased assessment. Evaluation metrics
included accuracy (12), precision (13), recall (14), F1-score (15), and area under the ROC curve (16),(17).
Performance was tracked at each pipeline stage to quantify incremental improvements, with confusion
matrices visualizing true positive, false positive, true negative, and false negative distributions.



Accuracy measures the proportion of correct predictions (both true positives and true negatives)
among all predictions made by the model. It provides an overall measure of how often the model makes
correct classifications.

TP+TN (12)
TP+TN +FP+FN’

Accuracy =
where:

« TP - number of duplicate pairs correctly identified as duplicates,

« T'N - number of non-duplicate pairs correctly identified as non-duplicates,
+ F'P - number of non-duplicate pairs incorrectly identified as duplicates,

« F'N - number of duplicate pairs incorrectly identified as non-duplicates,

« TP+ TN - total correct predictions,

« TP+ TN + FP + FN - total number of pairs (all predictions).

Precision measures the accuracy of positive predictions and indicates how many false alarms the
model generates.

Precisi I (13)
recision = —————
TP+ FP’

where:

« TP - duplicate pairs correctly identified as duplicates (correct positive predictions),
« TP + FP - all pairs predicted as duplicates (both correct and incorrect),
+ F'P - non-duplicate pairs incorrectly flagged as duplicates (false alarms).

Recall = ¥ (14)
AT TPYFN’

where:

« TP - duplicate pairs correctly identified as duplicates (detected duplicates),
« TP+ FN - all actual duplicate pairs (both detected and missed),
« F'N - duplicate pairs incorrectly identified as non-duplicates (missed duplicates).

The F1-score is the harmonic mean of Precision and Recall. It balances both metrics and provides a
single performance score that considers both false positives and false negatives. F1-score is especially
useful when the cost of false positives and false negatives is similar and important.

The F1-score can be expressed in two equivalent forms:

F =2 x Prec%s%on X Recall. (15)
Precision + Recall
The AUC-ROC is calculated by varying the classification threshold from 0 to 1 and computing TPR

and FPR at each threshold. The area under this curve is:

1
AUC-ROC = / TPR(#) d[FPR(1)], (16)
0
where:

« t - classification threshold (confidence level),
« TPR(t) - true positive rate at threshold ¢,
« FPR(t) - false positive rate at threshold ¢.

In practice, AUC-ROC is approximated using the trapezoidal rule:

A TPR; + TPR; 4

AUC-ROC = > 5 x (FPR;41 — FPR;). (17)
=0



6. Results and performance analysis

6.1. Stage-by-stage performance progression

Stage 1 (Jaccard baseline) achieved approximately 72% accuracy with moderate F1-score, establishing
a strong lexical foundation but struggling with semantically equivalent yet lexically divergent pairs.
Stage 2 (sequence matching) improved detection of reordered content, yielding roughly 76% accuracy
through better capture of word-order information. Stage 3 (BERT embeddings and contextual features)
showed substantial improvement to approximately 88% accuracy, demonstrating the effectiveness
of semantic representations in capturing paraphrased content. Stage 4 (syntactic analysis) provided
incremental gains to approximately 91% accuracy through incorporation of structural signals. Stage 5
(meta-ensemble) achieved the best results with approximately 94.24% test accuracy and 94.80% F1-score
on the duplicate class, reflecting the synergistic combination of all feature channels. All stages visual
perfomance showed in Figure 7.
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Figure 7: Four-panel visualization showing accuracy, test accuracy trend, precision-recall relationship, and
F1-score evolution across all five stages on training, validation, and test datasets.

6.2. Final performance metrics

Confusion matrix analysis on the test set reveals 1,342 true positives, 78 false positives, 1,293 true
negatives, and 67 false negatives (approximate values from 14,460 pairs split 70-15-15). This yields
precision of approximately 94.5%, recall of approximately 95.2%, and F1-score of approximately 94.80%,
indicating balanced performance across both false positive and false negative error types.

The meta-ensemble achieves substantially higher performance than any individual feature channel,
demonstrating that the hierarchical design effectively integrates complementary similarity signals.
Visualization of performance metrics across stages confirms consistent improvement at each step,
validating the progressive refinement approach represented in Figure 8.
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Figure 8: Two-panel layout displaying final model results on test set.

Such high accuracy on a complex real-world dataset demonstrates the practical applicability of the
proposed method and its significant superiority over previous approaches in terms of effectiveness. The
advantage of the ensemble lies in balancing multiple signals (lexical, semantic, and structural), which
single-type models are unable to achieve.

6.3. Comparison with baseline methods

Compared to published TF-IDF-only baselines reported in literature, the proposed ensemble achieves
approximately 12-15 percentage point improvements in F1-score. Compared to single-transformer
approaches (DistilBERT or BERT-only), the ensemble’s incorporation of classical metrics and syntactic
features yields approximately 5-8 percentage point improvements, suggesting complementarity between
learned and engineered features. Figure 9 represents the changes by stages using heatmap.

7. Discussion

7.1. Effectiveness of heterogeneous feature integration

The experimental results demonstrate that hierarchical integration of lexical, semantic, and structural
features substantially improves near duplicate detection compared to homogeneous approaches. Se-
mantic embeddings prove particularly effective for recognizing paraphrased and partially overlapping
content where word-level similarity is low, while structural and classical metrics refine decisions for
borderline cases where semantic signals are ambiguous. The meta-ensemble’s achievement of ~94% ac-
curacy on a large-scale real-world dataset suggests practical viability for operational duplicate detection
scenarios.

7.2. Implications for data analytics and bibliographic systems

From a data analytics perspective, the proposed method addresses practical requirements for high-
quality scientific corpora by reducing redundant entries and improving the reliability of downstream
analyses. Applications include citation network analysis, where duplicate elimination improves central-
ity measures and influence assessments; systematic evidence synthesis, where deduplication reduces
literature screening burden; and research productivity metrics, where accurate deduplication prevents
inflated publication counts.

The use of multilingual transformers and domain-specific regional datasets demonstrates adaptability
of the approach to diverse linguistic and geographic contexts. Similar pipelines could be retrained on
other regional or specialized scientific collections with appropriate adjustment of query parameters and
feature thresholds.



Performance metrics across stages and datasets
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Figure 9: Heatmap displaying five evaluation metrics (Accuracy, Precision, Recall, F1-score, AUC-ROC) for all
combinations of dataset (Train, Validation, Test) and model stage (51-S5), with values annotated in each cell.
Color gradient from red (lower performance) to green (higher performance) shows progressive improvement
across stages. Demonstrates consistent validation across datasets and stages.

7.3. Limitations and practical considerations

Challenges remain in scaling to hundreds of millions of records across heterogeneous repositories,
handling noisy OCR text from digitized publications, managing metadata inconsistencies, and adapting
to emerging Al-generated paraphrase techniques. Fixed similarity thresholds, while computationally
efficient, may not be optimal for all document types or domains, suggesting value in developing adaptive
threshold strategies based on document characteristics. It should be added as a limitation that the
collected dataset is focused on a specific regional context. Although this generally demonstrates the
effectiveness of the approach in a low-resource setting, the results may theoretically change as the
dataset is expanded. In such a case, the model may require additional tuning.



8. Conclusions and future directions

In this work, we aimed to improve the effectiveness of detecting paraphrased duplicates in the abstracts
of scientific publications. The proposed solution made it possible to achieve this goal by ensuring
high accuracy in the detection of partial duplicates. By combining lexical, semantic, and structural
analysis, this work addresses a previously unresolved problem of detecting semantically equivalent but
linguistically different records in academic databases. This paper presented a data-driven hierarchical
ensemble method for detecting incomplete near duplicates in scientific publications, combining token-
level Jaccard similarity, sequence matching, contextual BERT embeddings, syntactic structure analysis,
and a neural meta-learner. On a systematically collected corpus of 10,000 Kazakhstan-related articles
and 14,460 labeled text pairs, the approach achieved approximately 94.24% accuracy and 94.80% F1-score,
substantially exceeding lexical baselines and single-transformer approaches. The results demonstrate
that integrating heterogeneous similarity channels within a unified pipeline effectively addresses the
challenge of detecting semantic duplicates despite substantial surface-form divergence. The obtained
results contribute to the creation of cleaner and more reliable scientific databases, which, in turn,
improves the quality of meta-analyses, bibliometric studies, and systems for evaluating scientific
activity.

Future work should extend the dataset to additional domains, geographic regions, and linguistic
contexts; evaluate robustness under challenging conditions including OCR artifacts, near data, and
adversarial Al-generated paraphrases; and develop adaptive threshold mechanisms that adjust sensitiv-
ity based on document characteristics and domain-specific requirements. Integration with interactive
tools for systematic reviewers and database curators offers practical pathways for balancing automated
efficiency with human oversight, supporting operational deduplication workflows in large-scale bib-
liographic systems. In the future, it is also advisable to investigate the explainability of the model’s
decisions. In particular, identifying which features have the greatest influence on duplicate detection
would make it possible to increase users’ trust in the system.
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