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Abstract
The landscape of computational design has evolved rapidly with the advent of generative models, such as
diffusion models, which have revolutionized image creation and editing across diverse creative domains. These
models, particularly Stable Diffusion [1] and its variants, provide designers with powerful tools that blur the
line between creation and conception, opening new opportunities for creative experimentation. This paper
explores an innovative approach to image editing that leverages the internal architecture of Stable Diffusion,
specifically the skip connections of its U-Net [2] backbone, to enable training-free, flexible content and style
transfer. This research contributes to the growing field of computational creativity, offering fresh perspectives on
how computational methods can be employed to manipulate design artifacts in novel ways.

Computational design traditionally involves automation of design processes, the creation of custom tools, and
the extension of stylistic forms. However, the integration of generative models into the design workflow moves
beyond mere automation, positioning the computer as a collaborator in the conceptualization of creative works.
While recent advances in diffusion models have largely focused on fine-tuning or retraining models for specific
tasks, our approach utilizes the inherent flexibility of the U-Net architecture, particularly its skip connections,
to offer a more controlled and efficient means of editing images. Unlike prior methods that rely on training
models from scratch or fine-tuning existing models, our approach, SkipInject [3], enables precise content and
style transfer by injecting the spatial information from one image into another, preserving the core structural
elements while modifying stylistic features.

We systematically investigate the role of skip connections within the Stable Diffusion model, analyzing how
these connections contribute to the separation of content and style in the image generation process. Through a
series of experiments, we demonstrate that the third encoder-decoder block in the U-Net architecture plays a
crucial role in disentangling content from style, making it possible to transfer these elements independently. Our
method offers significant improvements over state-of-the-art techniques, achieving superior content alignment
and structural preservation in image editing tasks.

The creative potential of this method extends beyond basic style transfer. By modulating the intensity of the
content and style blending process, designers can fine-tune the extent of transformation, allowing for a more
iterative, exploratory approach to design. Furthermore, we introduce three modulation techniques - classifier-free
guidance, depth-wise alternation, and timestep manipulation - that provide additional layers of control, enhancing
the flexibility of the editing process. These techniques make the method adaptable to a wide range of creative
tasks, from subtle, detail-oriented modifications to more radical, transformative changes.

Our experiments cover a broad spectrum of image editing tasks, including text-guided image manipulation,
style transfer, and fine-grained feature editing, demonstrating that our method achieves state-of-the-art per-
formance on various benchmarks. Qualitative and quantitative evaluations show that SkipInject outperforms
other leading methods in both text fidelity and structural preservation, offering a more robust and controllable
approach to image editing.

The findings from this paper suggest that diffusion models, and particularly the U-Net architecture, can serve
as a foundation for more intuitive, flexible, and creative design practices, with wide-ranging applications in fields
such as visual arts, graphic design, and multimedia. In conclusion, this paper presents a novel, efficient, and
controlled method for image editing and style transfer that leverages the skip connections of Stable Diffusion.
Through systematic exploration and experimentation, we provide new insights into the inner workings of U-Net-
based diffusion models, offering tools for creative professionals to explore and manipulate design artifacts in ways
that were previously unattainable. As generative models continue to advance, the possibilities for computational
creativity are vast, and this research serves as a step toward more dynamic and participatory design processes.
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Figure 1: Example results from the original paper. The AI Art online communities offer an incredible wealth
of information on style transfer in blogs such as Stable Diffusion Art that could be leveraged to build applied
benchmarks for style transfer. In this figure, we show two interesting applications of our method: the first
consists of the transfer of closed-source styles (e.g., styles used in Midjourney) to Stable Diffusion outputs
using single-image style transfer (on the left). The second leverages the style prompts (with respective negative
prompts) released by StabilityAI to transfer the described styles to real images or selected generated images (on
the right).
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