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Abstract

Visual humour in the form of memes transcends geographical and cultural boundaries, enabling individuals to
express themselves, share ideas, and participate in online communities. They combine text and visuals, employing
humour mechanisms and cultural references to convey messages. The process of meme creation, however, can be
complex, especially when trying to convey humour, requiring a combination of creativity, cultural awareness, and
technical skills. As a result, the task of creating memes for visual humoristic purposes is not trivial. To address
this gap, we leverage generative models to help users ideating and generating visual humour in the format of
internet memes by developing two systems that use different interfaces and let the user communicate with a
large language model and an image generation model.
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1. Introduction

The environment of Web 2.0 gave users the ability to create and share their own memes that can mix
pop culture, politics, and participation unpredictably, which shows their versatility in terms of the
relationship between different subjects [1]. Despite the growing interest in leveraging generative models
for computational internet meme [2, 3], current investigations focus mainly on meme classification and
generation, without helping the user ideating their own visual humour concept [4].

2. The systems

To address this gap, we propose two systems using different interaction modalities: one with a conver-
sational interface and another one connecting blocks on a canvas. Both co-creative systems leverage a
large language model to help users in visual humour ideation, and an image generation model to mate-
rialise their concepts. This is achieved by using the artificial agent to facilitate divergent thinking while
relying on the user for convergent thinking to refine and select the most suitable ideas for humorous
image generation. The first system, that employs a conversational interface, engages users in a more
natural interaction, relying on the popularity of conversational tools, such as ChatGPT and Copilot (Fig.
1). The second system utilises a more visual and spatial interface, with blocks representing specific
meme components that are placed on an infinite movable canvas, offering a more visual approach and
suggesting content that users can incorporate into their blocks (Fig. 2).
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Generate Meme.

Simple is often better for memes. So, we'l stick with: "Cat sleeping on top of a
keyboard, with a luxurious cat bed in the background". This image description should
give us a funny and relatable meme! Would you like to add some caption ideas or
leave it as is?

Generating Image...
Do you have any caption ideas for that meme?
Here are a few caption ideas:
« "Priorities"

« "Feline productivity"

« "When the keyboard is more comfy than the bed"

« "Catlogic: keyboard > cat bed"

Cat sleeping on keyboard, luxurious cat bed behind, warm lighting, colorful background

Feel free to pick one, modify them or come up with your own!

Typo your messaga here Bl oo romsogmom [ Goreroimage |

Finalize Your Meme

Customize your meme options here...

When thelkeyboard is more comfy
than'the hed

When the keyboard is more comfy than the bed

Figure 1: Interface of the Conversational system
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Figure 2: Interface of the Blocks system



2.1. Interaction Flows

To better illustrate how users and the artificial agent collaborate in the two systems, we present the
interaction flows. These flows highlight the alternation between user-driven and system-driven actions,
and explicitly show iterative loops where ideas can be refined, before the process is finalised.

2.1.1. Conversational System Flow

The interaction in the Conversational System can be summarised as follows:

User provides initial topic or idea.

System promotes divergent thinking: proposes humorous text content and questions.
User asks to generate an image.

System generates an image proposal.

AN

User validates or refines the output: evaluates the suggestions and, if unsatisfied, requests
new text or images.

6. System creates a caption and merges it with the image, finalising the meme once the user
accepts the result.

User provides initial
topic or idea

System promotes
divergent thinking and ———»
proposes text content

User asks to generate 3 System generates an
an image image proposal

User validates or
refines the output

System creates a
caption and merge it
with the image

Figure 3: Interaction flow of the Conversational System. Blue nodes = user actions, red nodes = system actions.



2.1.2. Blocks System Flow

The Blocks System interaction emphasises parallel, spatial collaboration. The flow is less linear, but can
be summarised as:

AN

User creates a block (textual input).

System generates suggestions for that block.

User writes or selects content for the block.

User creates an image block and links it with other block types.

System produces outputs (textual or image) and updates suggestions according to the connected

blocks.

6. User selects content for the block, refining or combining ideas.

7. System receives multiple block types and merges their information.

8. System merges content from blocks into a final meme, which the user accepts as the final

step.

User creates a block System generates

‘ User links image block
—> € g

(textual input) | suggestions | to other block types

l T

User writes/selects User creates an

textual output

content for the block image block
image output
System receives ., ol User selects

multiple block types | “1 content for the block

System merges
content from blocks
into a final meme

Figure 4: Interaction flow of the Blocks System. Blue nodes = user actions, red nodes = system actions.
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Figure 6: Images produced by the Blocks system

3. Results

Results show that the exploratory nature of the Blocks system allowed users to explore more ideas and
outcomes, while the natural language interaction of the Conversational System allowed for a more
immersive experience. Both systems shown high creativity support scores using the Creativity Support
Index [5]. Using a binary evaluation for the outputs generated by users (Figs. 5 and 6), evaluating
as funny or not-funny, we were able to circumvent the humour evaluation subjectivity and obtain a
humour frequency score [6], which shows that, for both systems, more than half of the outputs are
considered funny.
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