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Abstract

Today, the development of models for controlling game characters using artificial intelligence methods is
important. The work considers the creation of intelligent game bots that simulate the behavior of players
in an RPG (Role-Playing Game). A game design for the project has been created, according to which a
futuristic world is simulated, where the player controls a group of spaceships that compete with another
group of similar spaceships. To describe the capabilities of ships, various attack or recovery options are
used, where the main attention is focused on the features of their action from the point of view of game
design. For effective control of game bots, a modified immune model of clonal selection, Clonalg-rpg, is
proposed, in which bots are considered as antibodies of the system that interact with foreign antigens to
the system, which for bots are ships from the project user team. The work of the modified Clonalg-rpg
algorithm is described at the level of specific immune operators that perform corresponding actions with
the population of antibodies and antigens. To analyze the effectiveness of the Clonalg-rpg immune
algorithm, several game sessions were conducted with different compositions of user ship teams and bot
teams. The results of experimental studies showed that the proposed Clonalg-rpg immune model is effective
to implement, which makes it possible to use it in other game genres.
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1. Introduction

The rapid development and spread of gaming applications have significantly influenced the behavior,
skills, and habits of society. This has led to the spread of game mechanics and features in the
organization of work of many mobile and web applications, which has been called gamification [1-
3]. Elements of gamification can now be observed in many areas of modern life - from food ordering
and delivery services and distance learning systems to mobile banking applications [4-6].
Undoubtedly, today the gaming industry directly has a significant impact on the development of
society and ceases to play the role of exclusively a means of recreation, but also creates jobs and
entire industries.

Mastering the basic techniques is crucial to creating engaging and successful PC games. The
foundation of every successful PC game is a well-thought-out game design that includes story, game
mechanics, characters, and environments that work together to create an engaging gameplay
experience. Game design is considered the most important aspect of computer game development.

Recent years have been characterized by the rapid development of artificial intelligence systems
and the spread of free access to such systems by society to solve various every day and creative tasks,
particularly in gaming applications [7, 8]. The field of artificial intelligence has ceased to be
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exclusively research and scientific, and has become popular and accessible to everyone, similar to
what happened on the computer market in the mid-90s of the last century. Most existing systems of
artificial intelligence organization are based on the biological principles of the human nervous or
immune systems, as well as the principles of evolutionary research on the genome and behavior of
animals and ants. Artificial intelligence has also significantly influenced the development of the
modern gaming industry [9, 10].

The work considers the solution to the problem of creating intelligent game bots that simulate
the behavior of players in an RPG (Role-Playing Game) game when countering the actions of a team
of user characters, using artificial immune systems, in particular, the clonal selection model. Solving
this problem will allow the creation of an intelligent system for controlling the behavior of bots in a
computer game.

2. Game design of the project

The game application considered in the work simulates a futuristic world in the style of open space,
where the player controls a group of spacecraft, the number of which ranges from 1 to 6 units, that
compete with another group of similar spacecraft of the same number [11, 12]. The principle of game
combat is borrowed from the popular RPG game Disciples II in the mid-2000s, but with a significantly
simplified game design. A role-playing game (RPG) is a genre of video games in which the player
takes on the role of a character in the game and plays it out, making appropriate choices and
decisions that affect the development of the game. The main focus is on exploring the game world,
completing tasks, and developing the character through gaining experience and new skills. The game
provides for several game factions that can produce their specific types of spacecraft with special
capabilities and properties. At the same time, each spacecraft in the user's team or the team of his
opponent has a list of specific characteristics that determine its capabilities:

e  cost — a characteristic that determines the amount of game money that the user must spend
to purchase this ship;

o ship level — a characteristic that is one of the main indicators of a ship, which increases other
ship parameters;

e combat experience - a characteristic that determines the experience units gained in battles
with enemy ships, which determines the level of the ship;

o  durability - a characteristic that determines the viability of a ship in battle with enemy ships;

e energy — a characteristic that determines the attack or defense increase coefficient,
depending on the player's choice;

e attack — a characteristic that determines the level of damage that the user's ship inflicts in
battle on the selected enemy ship, which directly affects its defense and strength;

e defense - a characteristic that determines armor, or an additional level of defense that reduces
the number of attack units that an enemy ship inflicts on this spaceship;

e speed - a characteristic that determines the priority during battle when forming the queue
of spaceships’ moves;

e recovery — a characteristic that determines the number of ship strength units that a ship can
recover instead of performing an attack on an enemy ship.

It should be noted that the game provides for several factions that create their types of spaceships
and give them specific properties. For ease of implementation, the factions are conventionally
designated by colors, namely: yellow, blue, and red. The main feature of the ships of the yellow
faction is an increase in the strength indicator by 10%, compared to ships of other factions; the feature
of the ships of the blue faction is an increase in the protection indicator by 10%, compared to ships
of other factions; and the main feature of the ships of the red faction is an increase in the recovery
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indicator by 10%, compared to ships of other factions. Thanks to this, each faction can increase the
significant characteristics of its ships uniquely compared to ships of other factions. In addition, each
ship, both from the user's team and from the opponent's team, can belong to one of the ranks. These
ranks significantly affect the cost and parameters of this ship. The list of main ranks is defined as
follows:

e support — a support ship, ranks first in the group of ships, has one melee attack method and
three recovery methods;

e scout — a reconnaissance ship, ranks first in the group of ships, has one method of melee
attack and one method of ranged attack, and also has one method of recovery, stands out
among other ships for its speed;

e cruiser - a basic battleship, ranks first in the group of ships, has two methods of close and
one method of long-range attack, and also has one method of recovery;

e frigate - reinforced basic combat ship, takes the first place in the group of ships, has two
methods of close and two methods of long-range attack, has one method of recovery, differs
from other ships in enhanced defense;

e destroyer — a heavy battleship, ranks second in the group of ships, has two methods of close
and two methods of long-range attack, has two methods of recovery, and stands out among
other ships with its enhanced durability;

e dreadnought - an extremely heavy battleship, ranks second in the group of ships, has three
methods of close and three methods of long-range attack, has three methods of recovery,
differs from other ships in enhanced strength and protection indicators, as well as a reduced
speed indicator.

To describe the capabilities of ships, various attack or recovery options were used, where
attention was focused on the features of their action from the point of view of game design. First,
two types of attack were used in the description of the capabilities of ships: close and long-range
attacks. In this case, a close attack implies the ability of the ship to attack only those enemy ships
that are on the first line of the battlefield in front of it, i.e. on positions 2, 4 and 6 of the game battle
map (Fig. 1). A long-range attack implies the ability to attack enemy ships that are on the second line
in the enemy team, i.e. on positions 1, 3 and 5 of the game battle map.
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Figure 1: General view of the game battle map
It should be noted that in the description of the capabilities of the specified ships, three attack
methods were used, with the first method involving a concentrated attack on one selected enemy
ship, the second method involving a distributed attack on all enemy ships located on the game battle
map, and the third method involving a reduction in the energy indicator of the selected enemy ship
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by 30% of the current value. In addition, when describing the capabilities of game ships, two methods
of recovery were defined, namely - the first method of recovery is that instead of attacking, the ship
begins to repair itself, in the process of which it restores a certain specified number of strength units
that it lost after the attack of the ships of the enemy team. The second method of recovery involves
repairing one of the selected existing ships in its group, transferring a specified number of strength
units to it. The third method of recovery involves the ship repairing all existing ships in its group,
distributing a certain number of strength units equally among them. It should be noted that in the
event of complete exhaustion of strength units during a game battle, the ship ceases to exist, and it
is not possible to restore it in battle by performing the second or third methods of recovery. The
recovery of such a ship occurs automatically after the end of the battle.

The way of attacking ships has a significant impact on the gameplay [13, 14]. Accordingly, and
taking into account the defined types of close and long-range attacks, the appearance of the playing
field for the battle between ship teams should be described. The entire playing field is conventionally
divided into 3 parts, where the first part is occupied by the first player's ship team, the second part
divides the teams among themselves, and the third part is occupied by the second player's team. It
should be noted that in each team, ships are lined up in two rows - the one closest to the enemy and
the one farthest from the enemy, and only ships that occupy two places on the game battle map
occupy both rows, that is, they can be attacked by both close and long-range attacks. In addition, if
all ships in the first line are destroyed, all ships in the second line can be attacked by any method of
attack.

In the game, a great influence on the capabilities of a ship is its level, namely, it increases the
strength, defense, and attack indicators by 1% of the initial values of a ship of a certain type of the
first level, taking into account the characteristics of the faction. The level increase occurs due to the
victory over the enemy team, where for every 100 units of strength of each destroyed ship of the
enemy team, 10 units of experience are accrued, which are evenly distributed between all ships that
participated in the battle. In addition, the method of assigning damage from attacks between ships,
which is determined by the expression:

e

damage = e—l x (A; — D), (1)
2

where damage - the value of the adjusted damage that a ship inflicts on another during an

attack; A; - ship attack value 1; D, — ship defense value 2; e; — ship energy value 1; e, - ship energy
value 2.

Accordingly, the strength indicator of the ship being attacked is reduced by the damage value if
it has a positive value. If it has a negative value, the strength indicator of the ship being attacked
does not change, i.e., the ship does not receive any damage at all.

An important influence on the gameplay is the way a game ship can be restored, which can be
done during its turn instead of performing an attack. This indicator is determined as follows:

p = R x ke, (2)
where rp - the value of the ship's restored strength; R — ship recovery characteristics; k -
recovery factor, which is chosen randomly from the range [1.1; 1.25]; e — ship energy value.

An important feature of the gameplay is the ability to play in Player via Enemy (PvE) mode, i.e.,
a game where the user plays against a team controlled by the game itself.

3. Controlling game bots based on the clonal selection model

The task of controlling game bots in a battle with a team of user ships is to simulate the behavior of
each ship of the enemy team, taking into account the capabilities and characteristics of each specific
ship of the player's team. For effective control of game bots, it is currently advisable to use artificial
intelligence systems, among which, along with neural networks, fuzzy logic, genetic algorithms, etc.,
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the theory of artificial immune systems (AIS) occupies an important place. The most common AIS
models used to solve various practical problems are the immune model of clonal selection, ClonAlg,
and the artificial immune network model AINet [15, 16].

Controlling game bots can be considered an optimization problem, for which the immune model
of clonal selection can be used [17, 18]. Bots are considered the antibodies of the system, interacting
with foreign antigens, which, for bots, are ships from the project user team. Bots can interact with
each other, executing the recovery command for themselves and the bots of their team.

The ClonAlg method is one of the most common methods that operates on the basis of the clonal
selection model. This method can be used to solve the problem of controlling game bots that oppose
the user's ship team, which controls them personally. The classic version of the ClonAlg immune
algorithm provides for the possibility of changing antibody parameters during their interaction with
a population of foreign antigens by cloning, mutation, and self-regulation of the antibody population
through clonal selection and aging. In this case, changes in antigen parameters were either not
foreseen at all or were insignificant. In addition, the possibility of antigen disappearance in the
process of forming an immune response by the system was not foreseen as such. But in our case,
during the confrontation of the user's ship team with the system's game bot team, such a possibility
is foreseen.

With this method of operation of the immune algorithm, there is a destruction of all antigens that
represent the user's ship team. Therefore, the original version of the immune method ClonAlg cannot
be used to solve this problem without a number of changes. The proposed modified version of the
Clonalg-rpg algorithm has several important features. First, the algorithm cannot directly change
the values of the antibody features (set of game bots) in the process of its operation, but can only
make decisions regarding the appropriateness of executing a particular command for each specific
bot or its clone. Secondly, the choice of a solution for executing a particular bot command should be
made from the point of view of the maximum efficiency of this action of destroying the entire
population of antigens, or from the point of view of restoring the strength indicator of the entire
population of antibodies, or a specific individual bot of it. Thirdly, the condition for terminating the
operation of the modified immune algorithm Clonalg-rpg is the destruction of the entire population
of antigens, represented by the set of ships of the game user, before the population of antibodies,
represented by game bots, ceases to exist. Fourth, dynamic changes in the features of antibody bots
and antigen ships occur constantly, after each action of the antigens and antibodies of the system.

Thus, the implementation of the modified version of the immune algorithm Clonalg-rpg should
be based on four defined principles as the basis of the algorithm's work. In addition, an important
feature of the clonal selection model is that in the process of work, antibodies focus primarily on
interaction with antigens, and then use some opportunities for interaction with other antibodies.

To simplify the implementation possibilities of immune methods and algorithms, they are usually
divided into specific immune operators that perform one or another action with a population of
antibodies or antigens. The order of these operators in the algorithm cannot be changed during its
operation. The immune operator concentrates on the implementation of one specific function, By
the nature of their action and the possibilities of setting and configuration, immune operators are
usually divided into universal and specific. At the same time, universal operators can be used in
various immune methods because they perform actions that are relevant for different immune
models. Among the universal immune operators, cloning, mutation, antigen population presentation
operators, etc., are noted. Specific immune operators are operators that perform a function that is
unique to a specific model, such as a clonal selection model or a negative selection model, etc. Specific
immune operators include operators of clone selection, suppression, apoptosis, positive selection,
etc.

The operation of the modified Clonalg-rpg method, created to solve the problem of controlling
game bots, can be conditionally described at the level of immune operators as follows:
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[ Presentation(AB,AG) — 1A6>0

Cloning(AB,CL) -
Mutation(AB,CL) - (3)
ClonSelection(AG,CL) — ’
SelfRegulation(AB,CL) -
Termination(AB, AG)

lonalg —rpg =

where Presentation (AB, AG) is the operator for presenting the set of antigens AG of the antibody
population AB; Cloning (AB, CL) is the operator for cloning the antibody population; Mutation (AB,
CL) is the operator for mutation of the formed clones; ClonSelection (AG, CL) is the operator for
selecting clones; SelfRegulation (AB, CL) is the operator for self-regulation of the antibody
population; Termination (AB, AG) is the operator for checking the possibility of stopping the
algorithm.

The work of the Presentation (AB, AG) operator is to determine the affinities between antibodies
and antigens, as well as the affinities between the population of antibodies of the IAS. In this case,
affinity is defined as the degree of similarity of the features of the antibody and the antigen, and the
work of the immune algorithm is reduced to ensuring that in the process of cloning and mutation,
the clones-descendants of a particular antibody, reproduce the features of a particular antigen. Such
a targeted action of the system is possible when solving the problem of classification, clustering,
pattern recognition, prediction, etc., but is impractical when solving the problem of controlling game
bots in an RPG game. Since increasing the affinity level between antibodies and antigens is one of
the target tasks of the AIS, taking into account the specificity of the task, the affinity should reflect
how quickly the AIS destroys the external antigen in the process of its work, and not recognizes and
classifies it. Accordingly, when determining the Clonalg-rpg affinities, the current state of antigens
with their apparent optimal state will be used, which is characterized by the following features: a
zero value of the strength parameter and a minimum value of the energy parameter of the enemy
ship (antigen). Thus, only two features of game objects out of the nine described earlier will be used
in determining the affinity, which can significantly speed up the work of the immune algorithm by
reducing the number of computational operations. Taking this into account, as well as the
requirements for the range of affinity values, the determination of antigen affinity is described by
the expression:

affAg; = : (4)

1+(Ds;—Dc;)+(Es;—Ec;)’
where af fAg; is the affinity of the i-th antigen; Ds; is the saved strength indicator of the i-th
antigen at the start of the battle; Dc; is the current strength indicator of the i-th antigen at the current

battle iteration; E's; is the saved energy indicator of the i-th antigen at the start of the battle; Ec; is
the current energy indicator of the i-th antigen at the current battle iteration.

The antibody cloning operator Cloning (AB, CL) is used to create a set of clones for each antibody
in the current AIS population for further mutation. It should be noted that in different AIS models,
the most common use is the static cloning operator or the proportional cloning operator. For the
case of the Clonalg-rpg algorithm, the use of the proportional cloning operator is inappropriate due
to the limited number of mutation options, as well as the use of static mutation for all antibodies,
regardless of their features and characteristics. Therefore, the cloning operator in Clonalg-rpg will
also be specific, namely, adaptive, that is, the number of clones for each antibody will be determined
based on its characteristics and features. At the same time, the number of attack options of each ship
(bot) will have a decisive influence on the number of clones created during the cloning process.
Accordingly, the number of clones created through the use of the adaptive cloning operator is
determined as follows:
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where n; is the number of clones of the i-th antibody; C; is the number of interaction variants
between this antibody and any antigen; N, is the number of active antigens.

The clone mutation operator, Mutation (CL), significantly affects the speed of solving the target
problem set for the AIS. This is because the mutation mechanism provides for changes in immune
objects and brings the AIS closer to solving its problem. According to the principle of their operation,
several of the most common mutation operators are distinguished: static, proportional, and inversely
proportional. Given the specifics of the task of controlling game bots in an RPG game, the use of any
of the specified types of mutation operators is impossible without significant modifications.
Therefore, the Clonalg-rpg algorithm provides for the use of the adaptive mutation operator as a
modification of the static mutation operator with the possibility of changing the object of interaction
and the nature of the action. A feature of the adaptive mutation operator is that it does not directly
change the parameters of antibody clones, but focuses on choosing a method of interaction with
antigens. Accordingly, during mutation, a separate specific method of interaction with each active
antigen is selected for each clone. In this case, an active antigen in the context of the task of
controlling game bots in an RPG game is understood as a separate ship from the user's team of
spaceships, and a specific method of interaction is understood as a particular method of attack for
each ship of the user's team, or a method of attack for the entire team of ships by a particular bot.

The clone selection operator ClonSelection (AG, CL) plays a very important role in the work of
the immune algorithm Clonalg-rpg, based on the principles of clonal selection. It is thanks to it that
one immune object is selected from the list of mutated clones, or one way of interaction with a
particular active antigen, or the entire set of antigens, which makes the greatest contribution to
solving the target problem. Accordingly, in the process of clonal selection, the clone whose action
led to the maximization of the affinity of a separate antigen, i.e., its transfer to an inactive state, or
the maximization of the average affinity in the population of antigens, is selected. These conditions
can be achieved by the clone by performing its specific action, which leads either to minimizing the
strength value in a particular antigen or to a significant decrease in the strength in the entire set of
active antigens. Thus, the work of the clonal selection operator in the Clonalg-rpg algorithm
corresponds to the principles of the elite clonal selection operator, which uses the maximum affinity
indicators with antigens and is used in such algorithms as ClonAlg and BCA [15].

The antibody population self-regulation operator SelfRegulation (AB, CL) is not specific to the
ClonAlg algorithm, and was added to the Clonalg-rpg algorithm instead of the apoptosis operator,
whose action was aimed at reducing the population of immune objects by replacing cloned antibodies
with clones selected as a result of clonal selection. It should be noted that due to the peculiarities of
the organization of the apoptosis operator implemented in ClonAlg, the number of operations for
calculating affinities between antibodies and clones is minimized, but such operations are not
completely excluded. In the Clonalg-rpg algorithm, instead of this operator, the antibody population
self-regulation operator is used, which involves determining affinities or determining some other
metrics between the antibody population and the clones selected in the clonal selection process.
Accordingly, an affinity is determined between each clone, which determines the level of interaction
with other active antibodies of the AIS. It should be noted that active antibodies are antibodies that
are associated with a particular ship from the set of game bots controlled by the AIS.

At the same time, if a ship, which is a game bot, completely loses all units of the strength indicator
during a game battle, it becomes inactive, does not participate in the game process, and cannot be
restored by other game bots. Such a game bot ceases to be considered an antibody for the AIS, and
accordingly, it is no longer subject to the actions of cloning, mutation, etc. operators, and is
conditionally considered a memory cell that does not participate in further AIS processes. The main
task of the immune operator of self-regulation is to determine clones that can replace active
antibodies and transfer the AIS and the antibody population to a new state that brings the
implementation of the immune algorithm task closer. It should be noted that after the selection of
clones from the entire set of clones created from each active antibody, one is selected that is
characterized by the maximum value of affinity for antigens. After that, in the process of self-
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regulation of the AIS, a decision is made for this clone to determine the possible action with active
antibodies. Such actions can be either calling the recovery command for the entire set of game bots,
or calling the recovery command for one specific bot that is associated with this clone. The possibility
of such actions is determined after calculating the internal affinities between the clone and active
antibodies. Internal affinities are determined in several ways, depending on the method of
interaction: interaction with a single antibody or interaction with the entire population. Accordingly,
the first option is interaction with a single antibody from which this clone was created, in which
case the expression for determining the affinity will have the following form:

aff Ab; = 1+|Dsi—(1Dci+Ri)|' ©)
where aff Ab; is the affinity of the clone with the i-th antibody from which this clone was
created; Ds; is the saved strength indicator of the i-th antibody at the start of the battle; Dc; is the
current strength indicator of the i-th antibody at the current iteration of the battle; R; is the recovery
indicator of the i-th antibody.
The definition of the intrinsic affinity index of a clone to the entire antibody population is based
on (6) and generalizes this expression as follows:

aff"Ab; =335, (1+|Ds; — (De; +3R)P7?, (7)
where aff Ab; is the affinity of the clone with the entire population of active antibodies,
including the i-th antibody from which this clone was created; S is the size of the population of active
antibodies; Dc; is the current strength indicator of the i-th antibody at the current iteration of the
battle; R is the clone recovery indicator.

The possible action method for restoring the strength characteristic for one antibody, or the entire
population of antibodies, is selected according to the value of the higher affinity. That is, if the value
aff Ab; is greater than the affinity value af f Ab;, the first recovery method is selected. Otherwise,
the second recovery method is selected, which the game bot can perform during its turn during the
game. It should be noted that if the game bot has only one recovery method, the affinity between it
and the active antibodies is determined only once.

At the final stage of the operation of the AIS self-regulation operator in the Clonalg-rpg algorithm,
a final decision is made for each clone regarding the choice of its method of action - attack of a
particular adversary, or group of adversaries, represented by a set of active antigens, or restoration
of one or a group of bots, represented by active AIS antibodies. The final decision regarding the
choice of action is made after comparing the affinities that characterize the interaction of this clone
with a set of active antigens and interaction with a set of active antibodies. If the affinity, which
characterizes the interaction with antibodies, is greater than the affinity, which describes the
interaction with antigens, for the bot associated with this clone, a decision is made to restore
antibodies. Otherwise, the game bot will attack the selected ship of the player's team, or all of its
ships, depending on the type of attack. After this selection, the game bot implements the selected
method of action, changing the characteristics of antigens or antibodies. It should be noted that since
changes occur only in the characteristics of antigens and antibodies, and the clone symbolizes one
or another possible method of action, further preservation of clones for the formation of immune
memory is impractical. Therefore, after performing the selected action, the clone is removed from
the system objects.

The operator for checking the possibility of stopping the battle Termination(AB, AG) is used to
check the possibility of stopping the game battle process. The most common types of operators for
terminating the AIS are static, criterion, full, and combined. The Clonalg-rpg algorithm uses the
criterion operator for terminating the AIS, which involves stopping the work of immune operators
in the absence of active antigens or active antibodies. Accordingly, if there is at least one active
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antibody in the system, or the AIS interacts with at least one active antigen, the system will continue
its work.

4. Experimental studies

To analyze the effectiveness of the Clonalg-rpg immune method, several game sessions were
conducted with different compositions of the user's ship teams and bot teams. The choice of faction
had a certain influence on the results of the battle, which led to the use of bonuses in different
parameters of the ships. For the user to be able to select more than one type of spaceships, which are
characterized by large values in the main characteristics, the user had a limitation in resources,
namely in the funds that he could spend on forming his team with full access to all types of ships
from each faction. Accordingly, the user is allowed to combine ships of different factions in his team.
It should be noted that the teams of game bots can be generated randomly without any cost
restrictions or loaded from a specific file with battle-specific settings. In the case of generating bot
teams, both very strong, expensive teams and teams with low cost and capabilities are randomly
formed. In addition, the number of ways to attack ships and the number of ways to recover had a
significant impact on the course of the game battle, as well as on the speed of decision-making by
the Clonalg-rpg algorithm.

When studying the effectiveness of the Clonalg-rpg algorithm, about a hundred tests were
conducted with different compositions of user teams and teams of game bots of different types and
different factions. During these tests, teams were formed not randomly, but through specific settings,
taking into account that spaceships can be divided into three classes according to their parameters
and capabilities, where the first class is formed by the cheapest support and scout ships, the second
class is formed by cruiser and frigate ships, and the third most expensive class is formed by heavy
ships, which occupy two places on the game battle map — destroyer and dreadnought. At the same
time, the parameters of these ships, such as attack power, energy, durability, etc, in the game balance
are adjusted in such a way that first-class ships are inferior to second-class ships by approximately
25%, and to third-class ships by approximately 50%. Accordingly, second-class ships are inferior to
third-class ships by 25% in their basic indicators. However, for the sake of game balance, first-class
ships outperform all other ships in terms of speed and make their move during a game battle first.

The Clonalg-rpg algorithm was tested on the same set of input data about the user's ship
commands and game bots in three ways: without using the AIS, when the user controls both
commands directly; without using the AIS by choosing the game bot's action method randomly; and
with using the Clonalg-rpg algorithm, which controls the behavior of game bots in battle. The main
indicator of the effectiveness of the immune algorithm for controlling game bots is the number of
victories of the AIS over a person in game battles in which teams of ships of comparable or equal in
their basic parameters take part. Took into account not only the percentage of victories of the AIS
over the user, but also the number of ships remaining in the winning team. Accordingly, the
following indicators were selected:

e the winner has 1 ship left;
e the winner has 2 ships left;
e the winner has 3 or more ships left.

Using such detail will allow us to investigate not only the fact of victory itself, but also how much
the winner dominated his opponent during the game battle, which may indicate the level of skill of
the game. It should be noted that most of the tests were conducted on two types of teams: a team
consisting of 5 ships from the user and 5 ships from the opponent, as well as a team consisting of 4
ships from the user and 4 ships from the opponent. In this case, the ships were chosen to be the same
in all teams in order to avoid possible advantages in the parameters of different ships from different
factions. In addition, the composition of the team itself plays an important role, namely, in 5 v 5
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teams the following list of ships is used: support and scout in positions away from the enemy team,
cruiser, frigate and destroyer form the first line of resistance, taking into account that the destroyer
occupies two places on the game battlefield. In the case of using a 4 v 4 team, two destroyer ships
were used, one support in the second line from the enemy team, and one frigate in the first line from
the enemy team. Table 1 shows the percentage of victories of the user's teams over the teams of his
opponent, taking into account the different methods of controlling the enemy team.

Table 1
Frequency of user wins over opponent
Types of commands Manual control Random control Clonalg-rpg control
5v5 50 % 85,15 % 50,35 %
4v4 50 % 96,75 % 49,15 %

It should be noted that for each type of control of the team of game bots, 20 game battles were
conducted to obtain statistical data on the results of battles and the choice of the type of actions of
bots during the game battle. According to the results presented above, the least effective is the control
of game bots made randomly, which almost always led to a guaranteed defeat. In contrast, the
organization of game bot control based on the Clonalg-rpg algorithm showed results comparable to
those obtained by involving a person to control the enemy ships. Also, from the results obtained
during the testing of the immune algorithm, it is clear that when the number of ships in the team is
reduced by using heavy ships, which have a greater variability of possible actions, the chance of
victory of game bots increases slightly, which may indicate that in the case of an increase in the
number of attack and recovery options, the proposed immune method Clonalg-rpg will show greater
efficiency than the user. To assess the skill of the winning team, the number of ships remaining in
the winning team after the battle was recorded. These results are given in Table 2.

It can be concluded that using the method of controlling game bots randomly creates the easiest
conditions for the user, because in most cases it was the user who won victories over a team of bots,
which is controlled in a random decision-making method, while the user's team almost always has 2
ships left, even in the case of using teams of 4 ships. In contrast, according to the results obtained, it
can be concluded that using the Clonalg-rpg algorithm creates difficult conditions for the user to win
over a team of game bots, while the winner's team usually has only one ship left, while the others
are lost during the game battle.

Table 2
Number of ships remaining in the winning team
Types of commands Manual control Random control Clonalg-rpg control
1 100,00 % 12,40 % 93,75 %
5v5 2 0,00 % 82,35 % 6,25 %
3+ 0,00 % 5,25 % 0,00 %
1 100,00 % 3,60 % 95,00 %
4v4 2 0,00 % 88,25 % 5,00 %
3+ 0,00 % 8,15 % 0,00 %

A separate direction of observation was the type of action that the game bot chooses and performs
during its turn. This choice plays an important role, since it is he who leads the team of game bots
to victory over the user's team or defeat. When allowed to make your move in the order of the queue,
which is formed based on the speed of all active ships from both teams participating in the game
battle, you can choose either to attack the enemy or to recover. It is impossible for either the game
bot or the ship that is under the direct control of the user to miss a move. Table 3 shows data on the
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frequency of choosing a particular method of action by game bots that are under different types of

control.
Table 3
Frequency of choice of action methods in 5v5 team battles
. _ _ Manual control Random control Clonalg-rpg control
Variants of ship actions
5v5 4v4 5v5 4v4 5v5 4v4

I melee attack method 19,33 % 9,82 % 24.56 % 18,89 % 20,29 % 11,01 %
IT melee attack method 9,83 % 10,42 % 11,22 % 10,56 % 10,86 % 8,57 %
III melee attack method 3,15 % 7,89 % 2,22 % 5,56 % 3,90 % 9,76 %
I method of long-
range attack
II method of long-range
attack
III method of long-
range attack
I method of recovery 19,87 % 18,65 % 24,56 % 18,89 % 19,67 % 18,75 %
IT method of recovery 14,02 % 22,42 % 8,89 % 13,89 % 14,52 % 22,32 %
IIT method of recovery 2,50 % 6,25 % 2,22 % 5,56 % 2,00 % 5,00 %

22,00 % 6,05 % 17,89 % 10,56 % 20,00 % 6,25 %

5,83 % 10,62 % 6,22 % 10,56 % 4,86 % 8,57 %

3,15% 7.89 % 2,22 % 5,56 % 3,90 % 9,76 %

Based on the results of the study of decisions made by game bots according to different control
methods, it can be concluded that the immune algorithm Clonalg-rpg gives a greater advantage to
the III method of attack, both at close and long distances, minimizing the use of the II method of
distributed attack of the enemy team's ships. Accordingly, in the case of a game bot's decision to
attack the enemy under the control of Clonalg-rpg, the most attention is paid to the methods of
concentrated attack of a specific ship, while, if possible, inflicting additional damage to the energy
of the ship from the enemy team, which significantly affects its further capabilities in battle. In the
case of recovery, the method of concentrated recovery of one selected ship is also preferred. This
behavior can be described as a strategy of concentrated destruction of the weakest ships from the
enemy team while maximally concentrated recovery of damaged ships of one's team.

The proposed Clonalg-rpg method is used to control game bots in RPG projects for the first time,
so today it is quite difficult to make a comparison with other immune and non-immune methods that
are used to organize a game bot control system. It is also important to note that the proposed immune
method is easy to implement and modify, which makes it possible to further use it to control game
bots in games of other genres.

5. Conclusions

The solution to the current problem of controlling game bots in RPG games using a modified immune
model of clonal selection is considered. A game application has been developed that simulates a
futuristic world in the style of open space, where the player controls a group of spacecraft competing
with another such group of similar spacecraft. At the same time, each spacecraft in the user's team
or in the team of his opponent has a list of specific characteristics that determine its capabilities. The
game features several factions that create their types of spaceships and give them specific properties.
Thanks to this, each faction can increase the significant characteristics of its ships uniquely
compared to the ships of other factions. In addition, each ship, both from the user's team and from
the team of its opponent, can belong to one of the ranks, which significantly affect the cost and
parameters of this ship. To describe the capabilities of the ships, various attack and recovery options
were employed, focusing on the features of their actions from the perspective of game design.
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Game bot control is considered a special case of the optimization problem, for the solution of
which the modified immune model of clonal selection Clonalg-rpg is used, according to which bots
are considered as antibodies of the system that interact with foreign antigens to the system, which
for bots are ships from the project user team. The work of the modified algorithm Clonalg-rpg is
described at the level of immune operators that perform the corresponding actions with the
population of antibodies and antigens representing the bots of the system and the user.

During the experimental study of the Clonalg-rpg algorithm's effectiveness, approximately 100
tests were conducted with varying user team compositions and game bot team types and factions.
During these tests, the teams were formed not randomly, but through specific settings, taking into
account that the spaceships were divided into three classes according to their parameters and
capabilities. The results of the experimental studies showed that the proposed immune model,
Clonalg-rpg, is effective and simple to implement, which makes it possible to use it in other game
genres.

6. Declaration on Generative Al

During the preparation of this work, the authors used Grammarly to check grammar and spelling,
paraphrase and reformulate. After using this tool/service, the authors checked and edited the content
as needed and take full responsibility for the content of the publication.
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