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Abstract 
This paper is dedicated to the study and comparison of military object detection and classification methods 
in video streams obtained from unmanned aerial vehicles. The main objective is to identify the most 
effective approach based on predefined quality assessment criteria, particularly for identifying military 
objects, for further use in software development. 
Three detection and classification methods, namely Faster R-CNN, SSD, and YOLO, were used for the study. 
Three quality criteria for detection and classification methods were developed and described. An algorithm 
was proposed to determine the required number of images for calculating metrics with a predefined error 

-5, 250 images are sufficient 
in the context of the task at hand. For each detection and classification method, corresponding metrics were 
calculated with the given error, followed by a comparative analysis of these methods based on the three 
metrics. 
During the comparative analysis, none of the methods demonstrated the highest results across all three 
quality criteria. Therefore, priorities were assigned to each metric based on the specific nature of the task. 
After analyzing the qualitative metrics of each detection and classification method and considering the 
chosen priorities, it was concluded that the most effective approach for identifying military objects in UAV 
video streams is the method based on the YOLO model. 
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1. Introduction 

In recent years, a significant number of software solutions have been developed for processing video 
streams from unmanned aerial vehicles (UAVs), primarily for object detection and analysis purposes. 
These systems are widely employed across various domains  from agriculture to the defense sector. 
However, due to considerable differences in task specificity, object types, and imaging conditions, 
there is an increasing demand for specialized software focused on the detection, identification, and 
classification of military-related objects. 

This need has become particularly relevant in the context of ongoing armed conflict, where UAVs 
play a critical role in modern warfare  supporting aerial reconnaissance, situational monitoring, 
and target acquisition. Accordingly, the automated, accurate, and real-time detection of potentially 
dangerous or suspicious objects in UAV video streams is a key capability for improving the efficiency 
of military operations, reducing the cognitive load on operators, and enhancing overall situational 
awareness. 

The automation of detecting and classifying military objects in the video stream from UAVs 
during wartime is one of the key factors for ensuring national security and effective control. Building 
a video stream processing system that comes from UAVs, creating an automated target recognition 
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system, is an extremely important task. Currently, the most complex information processing system 
is the UAV operator s brain. However, the constant need for heightened attention, significant eye 
strain, and working at night imposes a heavy burden on the human operator [4]. 

This topic is highly relevant in wartime conditions, as drones play a key role in modern combat 
operations. Therefore, fast and accurate detection and classification of military objects in the video 
stream from UAVs is a crucial task that addresses the urgent security and defense needs of our 
nation. 

2. Analysis of Related Solutions and Problem Definition 

Currently, there are a number of software products for processing video streams from UAVs, 
designed for object detection. Programs like Pix4Dmapper [5], DroneDeploy [6], and AgroScout [7], 
which were thoroughly reviewed in [4], are actively used in various sectors, ranging from agriculture 
to military industries. Analyzing these software solutions reveals that they are comprehensive tools 
focused on specific domains, namely: 

• Pix4Dmapper  focuses on surface analysis. 
• DroneDeploy  specializes in creating maps and 3D models. 
• AgroScout  used for plant disease diagnostics and crop monitoring. 

Clearly, the development of software with similar functionalities would not be a novel and unique 
solution. Therefore, the software being developed will target a different domain detection and 
classification of various types of objects related to military applications. This issue is especially 
relevant under wartime conditions, as drones have become an essential tool in modern warfare. Thus, 
the rapid identification of suspicious objects in the video stream from UAVs is a critical task in the 
current context. 

3. Research Methods 

The task of object detection and classification in a video stream is not a trivial one. Therefore, it is 
evident that there is currently no exact analytical solution. However, there are already a variety of 
methods and algorithms that show good results in this area under certain conditions. Identifying the 
required military objects in the UAV video stream can be a challenging task, and choosing the best 
detection and classification algorithm is crucial for achieving high-accuracy recognition results. 

3.1. Methods based on neural networks 

Particularly noteworthy today are the methods based on neural networks, as in recent years they 
have shown incredible results in various fields of human activity, including tasks related to object 
detection and classification in video streams. For this reason, it was decided to use one of these 
methods for the future application. Based on personal experience and open sources from the internet, 
three of the most popular and widely used methods for object detection and classification based on 
neural networks were chosen: Faster R-CNN [8], SSD [9], and YOLO [10]. 

3.1.1. Faster R-CNN 

In the first version of R-CNN, there were three distinct stages. First, 2000 region proposals were 
generated using selective search. Then, these regions were resized to a fixed size. In the final stage, 
a support vector machine (SVM) with trained weights was applied for classification. 

R-CNN turned out to be not as powerful due to the use of selective search, which significantly 
slowed down the process. Additionally, a large number of cached data had to be stored for the trained 
network. 
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Many of these problems were addressed with the release of Fast R-CNN. The entire architecture 
now consists of a single module, greatly simplifying the training process. One of the key innovations 
in the developed model was the addition of the ROI (Region of Interest) Pooling layer, designed to 
produce feature vectors of fixed length. This layer transforms each proposed region into a grid, after 
which a max-pooling operation is applied to each cell. It is worth noting that Fast R-CNN still uses 
the selective search algorithm. 

In Faster R-CNN, the Region Proposal Network (RPN) was introduced to generate candidate 
regions, while Fast R-CNN was used for object detection within these regions. These two stages were 
combined into a single network by sharing features. The RPN takes an image as input and returns a 
set of coordinates of rectangular regions (which are candidates for classification), along with 
probability scores indicating the likelihood of an object being present in those regions. RPN is a fully 
connected convolutional network, meaning it does not contain any fully connected layers. This 
conceptual solution replaced the selective search algorithm in Fast R-CNN. 

3.1.2. YOLO 

The R-CNN family of algorithms uses region proposals, which provide good accuracy but can be 
very slow for certain domains. Another family of algorithms, which has been developing in parallel 
for object detection, does not use region proposals. 

YOLO (You Only Look Once) is a single-stage object detector that achieves both speed and 
accuracy. This neural network is designed for object detection and is distinguished by its ability to 
quickly and accurately identify objects in images and videos. The model can process data in real-
time. This is achieved because it does not perform the process of object localization at multiple levels 
of the image, which is typically common in other object detection architectures. 

The main difference between this architecture and others is that while some systems apply CNN 
multiple times to different fragments of the image, YOLO applies CNN once to the entire image at 
once. 

3.1.3. SSD 

The SSD (Single Shot Multibox Detector) model utilizes the idea of a pyramidal hierarchy of network 
outputs for identifying objects at different scales. The image passes sequentially through 
convolutional layers, which reduce its dimensions. The output signal from the last layer of each size 
is used to make decisions regarding object detection, forming what is known as the "pyramidal 
feature" of the image. This allows for object identification at different scales, as the dimensionality 
of the outputs from the early layers strongly correlates with bounding boxes for small objects, while 
the outputs from the later layers correlate with bounding boxes for larger objects. 

Unlike YOLO, this model does not divide the image into a grid of a fixed size. Instead, it predicts 
the shifts of key bounding boxes. The boxes at different levels are scaled in such a way that each 
output layer dimension is responsible for objects of its scale. This means that large objects can only 
be detected at higher levels, while small objects are detected at lower levels. 

3.2. Research Metodology 

Thus, the detection and classification methods that will be investigated within this article have been 
briefly reviewed. Now, let's move on to describing the overall research methodology based on the 
results that will help determine which method performs best for solving our specific task namely, 
the detection and classification of specified military types of objects in video streams from UAVs. 

First and foremost, it is essential to define what is meant by the term "quality criterion" within 
the context of this article. To put it simply, a quality criterion (for a method, technology, solution, or 
algorithm) is a characteristic or property of the method that can be unambiguously interpreted in a 
numerical form. 
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At this stage, it is necessary to determine the parameters to focus on when selecting quality 
criteria. During the research process, these criteria will be applied to methods for detecting and 
classifying military objects in video streams from UAVs. Based on personal experience and 
information from open sources, the most relevant quality indicators for such methods are as follows: 

1. Ratio of correctly identified objects to the total number of objects  this criterion allows to 
assess how effectively the model identifies objects in the video stream. 

2. Intersection over Union (IoU)  this metric measures the accuracy with which the model 
determines the location of objects in the video stream. 

3. Average object localization time   this criterion reflects the processing and localization speed 
of objects by the investigated method. 

Thus, all three criteria cover the main characteristics of the object detection and classification 
method, namely: the ability to identify, localization accuracy, and recognition speed. It is also 
important to note that each of these metrics will not be calculated for a single image but for a sample 
of size N, meaning the average value will be used. Below is a description of each of the proposed 
quality criteria. 

3.2.1. The ratio of correctly identified objects to the total number of objects 

The full name of the first quality criterion essentially describes its content. For convenience, to avoid 
repeating the full name of this metric,  denote it, for example, by the symbol R. To calculate the 
quality criterion R for the detection and classification method, the following formula is used: 

𝑅 =
∑ 𝑚𝑖

𝑁
𝑖=1

∑ 𝑘𝑖
𝑁
𝑖=1

, (1) 

where N is the total number of images, mi is the number of objects that the method correctly 
identified in the i-th image, and ki is the actual number of objects in the i-th image. 

Before applying the formula above, it is necessary to determine in which cases the method is 
considered to have correctly detected and classified an object in an image [11]. To do this, it is 
advisable to use the Intersection over Union (IoU) quality evaluation metric, which will be discussed 
in more detail later. The value of the IoU metric can range from 0 to 1, with values greater than 0.5 
generally considered to indicate a good prediction of the object detector, while values below this 
threshold indicate ineffective prediction [12, 13]. Therefore, when counting the correctly identified 
objects, for each object, the IoU value is calculated. If IoU > 0.5, the object is included in the count, 
and if the value is lower, it is ignored. To calculate the number of correctly identified objects mi in 
the i-th image, the following formula is used: 

𝑚𝑖 = ∑ {
1, 𝐼𝑜𝑈𝑗 > 0.5,

0, 𝐼𝑜𝑈𝑗 ≤ 0.5,

𝑘𝑖

𝑗=1

 (2) 

where ki is the actual number of objects in the i-th image, IoUj is the IoU metric value calculated for 
the j-th object in the i-th image. Therefore, when calculating the quality criterion R, formula 2 will 
be integrated into formula 1. 

3.2.2. Intersection over Union 

Intersection over Union is an evaluation metric used to measure the accuracy of an object detector 
(in our case, various military objects) on a specific dataset. Any algorithm that provides predicted 
bounding boxes for objects in an image can be evaluated using the Intersection over Union metric 
[14]. The IoU metric is calculated using the formula: 
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𝐼𝑜𝑈 =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛
, (3) 

where Area of Overlap is the area of the intersection between the predicted and actual bounding 
boxes, and Area of Union is the area of the union between the predicted and actual bounding boxes. 

Considering formula 3, it can be noted that the possible values of the IoU metric range from 0 to 
1, including these extreme values. It is generally considered that IoU > 0.5 indicates a good prediction 
of the object detector [15]
IoU quality criterion, IoU : 

𝐼𝑜𝑈𝑐 =
∑ 𝐼𝑜𝑈𝑖

𝑁
𝑖=1

𝑁
, (4) 

where IoUi is the value of the IoU quality metric calculated for the i-th image, and N is the total 
number of images in the sample. 

Since one image may contain more than one object, the averaged value should also be calculated 
for each individual image [16]. The calculation of IoUi for the i-th image is performed using the 
formula: 

𝐼𝑜𝑈𝑖 =
∑ 𝐼𝑜𝑈𝑗

𝑚𝑖
𝑗=1

𝑚𝑖
, (5) 

where IoUj is the value of the IoU quality metric calculated for the j-th object on the i-th image, and 
mi is the number of correctly localized objects on the i-th image. 

3.2.3. Average object localization time 

This quality evaluation criterion is designed to demonstrate the speed of the method under 
investigation. In short, this criterion refers to the time required to identify a single object in an image 
using a specific identification method [17]. For ease of notation, the T symbol will be used to 
represent this quality criterion. The following formula is used to calculate the average value of 
criterion T: 

𝑇 =
∑ 𝑇𝑖

𝑁
𝑖=1

𝑁
, (6) 

where Ti is the average time to identify an object on the i-th image, and N is the total number of 
images in the sample. To briefly describe formula number 6,  calculate the metric T separately 
for each image, then sum all the obtained values, and finally divide the result by the total number of 
images [18]. 

The calculation of the quality evaluation metric Ti for the i-th image is done using the formula: 

𝑇𝑖 =
∑ 𝑏𝑖 − 𝑎𝑖

𝑚𝑖
𝑖=1

𝑚𝑖
, (7) 

where bi is the time at which the object identification process ends on the image, ai is the time at 
which the object identification process starts on the image, and mi is the number of correctly 
identified objects on the i-th image [19]. 

3.3. Error Estimation 

To perform a comparative analysis of the described methods based on the proposed quality criteria, 
it is necessary to compute them for a sample of images of size N [20]. This is done to ensure that the 
obtained results are as objective as possible. 

The determination of the required number of images N for calculating the quality criterion R with 
a given error  is carried out using the formula: 



164 
 

𝜀 = |𝑓(𝑛 + 𝑠𝑡𝑒𝑝) − 𝑓(𝑛)|, (8) 
where  is the given error for computing f, f(N) is the metric value for a specific object identifier 
using a sample of N images, n is the current number of images, and step is a fixed increment that 
increases n for each iteration. 

4. Research Results 

For further research, three models were used: Faster R-CNN, SSD, and YOLO. The first two models 
were implemented using the TensorFlow framework, a popular open-source machine learning 
framework developed by Google. It is used for creating, training, and deploying various machine 
learning and deep learning models. Meanwhile, the YOLO model was implemented using the 
PyTorch framework, developed by Facebook and widely used by researchers and engineers 
worldwide. During training, monitoring was conducted to assess the effectiveness of the model 
training process. This control involved analyzing loss functions such as Classification loss and 
Localization loss. 

Classification loss is a loss function applied during the training of a neural network for 
classification tasks. It measures the difference between predicted and actual object classes, helping 
to adjust the model during training [21]. 

Localization loss is a loss function used to train a neural network to determine the location of 
objects in an image. It evaluates the error between predicted and actual object coordinates, improving 
localization accuracy during the model's training process [22]. 

Below, Figures 1 and 2 show the graphs of the above-mentioned loss functions for each of the 
trained models. 

 
Figure 1: Training process of the SSD model. 

In Figure 3, the corresponding graphs reflecting the training process of the model are shown. The 
graphs have a slightly different style because a different framework was used for the implementation 
of this model. 

The provided graphs for the three models reflect the overall trend of their training. To evaluate 
and compare the obtained quantitative results, Table 1 is presented, which shows the loss function 
values for each model after the completion of the training process. 

 
Figure 2: Training process of the Faster R-CNN model. 
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The smaller the loss function value, the more effectively the model performs the given task. In 
other words, a lower loss function value indicates that the model's predictions are closer to the 
expected results. However, this statement should not be taken too literally. In general, if the loss 
function value is between 0 and 1, it is considered a good result. On the other hand, if the loss function 
values are almost zero, it could indicate overfitting. In this case, the model will perform perfectly on 
the training dataset but will perform poorly on new data, as it has adapted too much to the training 
set. Therefore, the table above does not reflect the real situation, as it shows data related to the 
training process. 

 
Figure 3: The training process of the YOLO model. 

Thus, it is now necessary to check the performance of the implemented methods in practice. This 
can be done using the proposed quality criteria, which were discussed earlier. At this point, all the 
necessary formulas to calculate the quality criteria are in place, meaning the theoretical base is ready. 

Next, the number of images required to calculate the quality criteria needs to be determined. 
There is a lower limit to the number of images in the sample, which ensures sufficient objectivity of 
the obtained results when using the given number of images for calculations. In other words, a 
sample that is too small would lead to results that lack objectivity. To quantify the necessary 
objectivity of the calculations, the allowable error value  will be used. The question now is how 
many images N are required to calculate the quality criterion f with a specified error . This issue 
was discussed in the second section, where it was stated that the maximum value of , corresponding 
to sufficient objectivity, is considered to be 10-5. 

Table 1 
Final training results of the models 

Experiment classification_loss localization_loss 
Faster R-CNN 0.01114 0.01048 

SSD 0.1289 0.07844 
YOLO 0.579 0.2881 

To calculate the required number of images N that would satisfy the error of 10-5, an algorithm 
was programmed, and its flowchart can also be seen in the second section. As a result, it was found 
that for calculating the given quality criteria, 250 images would be sufficient. 

As a result of conducting all necessary experiments, Table 2 was formed. 

Table 2 
Results of quality criteria calculations for identification methods 

 R  T 
Faster R-CNN 0.94706 0.94158 0.09325 

SSD 0.90882 0.89421 0.0478 
YOLO 0.96176 0.90083 0.03345 
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Based on the obtained results, a comparative analysis of the selected detection and classification 

methods will be conducted. This includes both qualitative and quantitative comparisons using the 
computed quality criteria. The qualitative comparison of detection and classification methods based 
on a specific metric involves determining which method has the best value for this metric (whether 
it is the highest or the lowest). After the qualitative comparison, a quantitative comparison is 
conducted to determine how much one detection and classification method outperforms another 
based on the chosen metric. The quantitative comparison was carried out using the P indicator: 

𝑃 =
𝐴 − 𝐵

𝐵
∗ 100%, 𝐴 ≥ 𝐵, (9) 

where P is the number that shows by what percentage A exceeds B, A is the metric value for the first 
detection and classification method, and B is the metric value for the second detection and 
classification method. 

presented that illustrate the dependence of the average IoU value for each method on the number of 
images N required to calculate this indicator. 

 
Figure 4: IoU(N) function graphs for three methods. 

After substituting the corresponding values into Formula 9, the following results are obtained: 

𝑃𝐼𝑜𝑈 =
0,94158 − 0, 90083

0, 90083
∗ 100% ≈ 4,5%, (10) 

𝑃𝐼𝑜𝑈 =
0,94158 − 0,89421

0,89421
∗ 100% ≈ 5,3%. (11) 

During the quantitative comparison of detection and classification methods using the IoU metric, 
it was found that the Faster R-CNN model predicts the location of the specified military targets 4.5% 
more accurately compared to the YOLO model, and 5.3% more accurately than the model based on 
the SSD architecture. 

To compare the methods based on the R metric, which reflects the ratio of the number of correctly 

metric, which numerically characterizes the method's ability to correctly identify the given objects, 
in particular, vehicles. Figure 5 shows three graphs that illustrate the relationship between the R 
metric value for each detection and classification method and the number of images N required for 
the calculation of the metric. 
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Figure 5: Graphs of the R(N) function for three methods. 

After substituting the corresponding values into the formula, the following result is obtained: 

𝑃𝑅 =
0,96176 − 0,94706

0,94706
∗ 100% ≈ 1,6%, (12) 

𝑃𝑅 =
0,96176 − 0,90882

0,90882
∗ 100% ≈ 5,8%. (13) 

After the quantitative comparison of detection and classification methods using the R metric, it 
can be concluded that the method based on the YOLO model has a 1.6% better ability to detect 
military targets compared to the Faster R-CNN method and a 5.8% better performance compared to 
the method based on the SSD architecture. 

The last quality criterion for comparing methods is the average detection and classification time 
for a single military target. Figure 6 shows the graphs demonstrating the dependence of the T metric 
value for each method on the number of images N required for its calculation. 

In this case, formula 9 is not optimal, as at first glance it is obvious that one number is significantly 
larger than the other. For a more visual comparison, it is better to determine how many times one 
value exceeds the other: 

0,09326

0,03345
≈ 2,79, (14) 

0,0478

0,03345
≈ 1,43. (15) 

 
Figure 6: Graphs of the T(N) function for three methods. 



168 
 

Thus, as a result of the quantitative comparison of the three detection and classification methods 
using the T metric, it can be concluded that the YOLO-based method detects and classifies a military 
target on average 2.79 times faster than the Faster R-CNN-based method and 1.43 times faster than 
the SSD-based method. 

5. Conclusion 

After conducting a comparative analysis of the studied methods, it is difficult to definitively 
determine which one is the best for detecting and classifying military targets captured by UAVs, as 
none of the methods demonstrated the best results across all three quality criteria. In other words: 

1. The Faster R-CNN-based method predicts the location of military targets most accurately 
(best for the IoU metric). 

2. The YOLO-based method identifies military targets the fastest (best for the T metric). 
3. There is no clear difference in terms of detection and classification capability between Faster 

R-CNN and YOLO, as both perform equally well. However, when looking at the numbers, 
YOLO shows slightly better results than Faster R-CNN in the R quality criterion. This 
advantage, though, is minimal (only 1.6%) and could be considered within the margin of 
calculation error. 

As observed from the results, the SSD-based method did not outperform in any of the three quality 
criteria, so it is not considered a viable candidate for the future implementation of a military target 
detection and classification system for UAV video streams. 

Thus, a more detailed analysis of the results for the Faster R-CNN and YOLO methods is necessary 
to determine the most relevant method based on the computed quality criteria. Since neither method 
showed the best results across all three criteria, the next step is to prioritize each quality criterion. 
This will allow for a selection based on the context of the task to be solved using these methods. 

The R quality criterion, which evaluates the ability of the method to detect and classify military 
targets, is the most important and should be given the highest priority. This is because methods with 
a higher R value are capable of detecting more camouflaged military targets, such as people in 
military uniforms blending with the environment. This is particularly important in the context of 
territory monitoring and control using drones. The T quality criterion, which characterizes the speed 
of the method, should be given second priority because the methods will operate not with static 
images, but with real-time video streams from drones. To process and analyze all frames from the 
video stream in time, high-speed performance is essential. If the speed is insufficient, frames that 
may contain military targets will be skipped, resulting in missed detections. Therefore, the IoU 
quality criterion, which assesses the accuracy of object localization, takes third priority, as it is 
important for evaluating placement accuracy, but it does not carry as much weight as the ability to 
identify and classify objects. 

Based on the established priorities, the most relevant method for the given context will be 
determined. According to the R quality criterion, which holds the highest priority, the Faster R-CNN 
and YOLO methods showed nearly identical results, making it impossible to determine a clear winner 
at this point. Moving to the T metric, which has the second priority, the clear winner is the YOLO-
based method, as it is almost three times faster than the Faster R-CNN-based method based on the 
obtained results. Considering the final priority criterion, IoU, it was noted that Faster R-CNN 
performed 4.5% better than YOLO, but this advantage is minimal and not significant, as the IoU 
criterion holds the lowest priority. Therefore, given that the YOLO-based method was nearly three 
times faster than the Faster R-CNN-based method, the YOLO-based method was selected for the 
further development of the military target detection and classification system in UAV video streams. 
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